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Smoothing Estimates for Weakly Nonlinear
Internal Waves in a Rotating Ocean

M. Burak Erdogan and Nikolaos Tzirakis

We study the effect of rotation on the smoothing properties of the KdV
type equations on the real line. Smoothing refers to a scattering-like property
that the nonlinear part of the equation is smoother than the initial data, and
thus many futures of the linear evolution can be extended to the nonlinear
one. Smoothing in the case of the KdV equation with periodic boundary
conditions is a result of the presence of high frequency waves that weaken the
nonlinearity through time averaging [1,12]. It is crucial for this phenomena
that the zero Fourier mode can be removed due to the conservation of the
mean. On the real line this mechanism breaks down as the resonance sets
close to zero frequency are sizable and normal form transformations are not
useful [21], and hence smoothing fails. The model we study is a perturbation
of the KdV equation on a rotating frame of reference.
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1. Introduction

On this paper we study a perturbation of the Korteweg-de Vries (KdV) equa-
tion that models weakly nonlinear waves in the ocean taking into account the
rotation of the earth, [23,24]. Unlike KdV, the equation is not known to be com-
pletely integrable, see Section 3.2 in [18]. The main purpose of our exposition
is to prove that, when the data are in classical Sobolev spaces, the nonlinear
part of the equation on the real line is smoother than the initial data. Nonlinear
smoothing in dispersive equations has recently played an important role in ana-
lyzing the local and global behavior of low regularity solutions [3,16,25]. There
exist a variety of applications of nonlinear smoothing in both linear and nonlinear
set-ups for dispersive partial differential equations (PDESs) with various boundary
conditions. The most common situations are the open boundary case of the real
line and bounded intervals with periodic boundary conditions. Also of interest
are the Euclidean spaces in general, semi-infinite intervals, and bounded inter-
vals where boundary conditions for the values of the data or their derivatives are
present. Some 30 years ago through the seminal work of Bourgain, it was realized
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that nonlinear smoothing plays an important role in obtaining global-in-time so-
lutions for dispersive equations and systems with infinite energy [5]. Smoothing
was also used to obtain higher order Sobolev norms estimates for globally defined
solutions of dispersive equations that do not scatter [4].

For periodic problems smoothing has been used to study the problem of dis-
persive quantization (or Talbot effect) in dispersive PDEs, see [6,11,14] and the
references therein. Moreover, for both periodic and non-periodic PDEs smooth-
ing leads to the asymptotic compactness of the global evolution, which in turn
implies the existence and uniqueness of global attractors for forced and dissipa-
tive dispersive PDE [15]. Finally another important application is the almost
everywhere convergence of solutions of dispersive equations to the initial data in
Sobolev spaces. For similar developments the interested reader can consult the
book [16].

In the current manuscript we prove nonlinear smoothing for a variant of the
KdV equation after transforming it using normal form transformations. More
precisely we study the Cauchy problem on R associated with the equation

{ut—i-ﬂumx—vaxlu—i-ax(uQ) =0, ze€R, teR, (11)

u(z,0) = f(z),

which describes weakly nonlinear wave processes in the ocean taking into account
the earth rotation [23,24]. In the literature, this equation is often called the
Ostrovsky equation. Also see [17] for a study of the solitary wave solutions of
more general perturbations of the KAV equation. The parameter v measures the
effect of rotation and the parameter 5 the strength of the dispersion. Following

19, 20, 26], on the dense subset c Ho . 19 ¢ 2l of H?, we define the
€

operator 9,1 on the Fourier side by

T 1)
ot = :
In our paper, we consider the case where 8+ > 0. In particular, it is enough
to consider 3 = v = 1. Later in an Appendix we show that the nonlinear

solution is not smoother than the initial data ngen By < 0. For any §-+v # 0
the equation is optimally well-posed at the H ™1 level [20,22,27]. A result of
Tsugawa [26] slightly improved the result in [20] by proving well-posedness in
anisotropic Sobolev spaces that contains the —% threshold as a special case. This
last result also proves that the solution of the equation (1.1) converges to the
solution of the KdV equation when the rotation parameter v goes to 0 and the
common initial data is in the L? space. To prove such a result the author needed
to obtain a new, uniform in -, bilinear estimate.

Smooth solutions of (1.1) satisfy L? conservation, namely [lu(t)|.2®) =
[ fllz2(r)- The above results then establish that the solutions are in fact global
at least for L? data. This result was extended in [19] to include global-in-time

3

solutions for any s > —13.
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In [20], the authors prove that the initial value problem (1.1) is locally well-
posed in H®, s > —%, by constructing a unique solution v € X*? for any s > —%
and b > 3 valid in [T, T] where T = T(|| f|| g+ ). In effect, the local solution can

be obtained by means of Picard iterations of the Duhamel operator

t
u=etf(x)— e_tL/ el (uuy )ds.
0

Here we prove that the difference of the nonlinear solution with the linear evolu-
tion (the integral term above) is in a smoother Sobolev space than the initial data
as long as the solution is locally well-posed by the result in [20]. For the original
KdV equation smoothing is not possible on the real line [21]. To accomplish this
we apply the differentiation by parts method of [1]. It may be possible to obtain
a smoothing estimate by using the sharp result of [20] within the framework of
the X*® method, but the smoothing gained would be rather marginal, much less
than the values we outline here. We now state the main result of this paper:

Theorem 1.1. Fiz s > —% and a < min (S + %, %) Consider the real valued
solution of the equation (1.1) (with 8 =~ =1) on R x [0, Trwp| with initial data
u(z,0) = f(x) € H¥(R). Then u(t) — et f € COHST® and

Jut) = e f|| fora < C (5511 Fllms),
on [0, Tpwp] where L = Oppy — 051

As in [12], one can concatenate the smoothing statement and obtain a global

smoothing estimate in the full range where global wellposedness is known, s >
3

~3.
To prove Theorem 1.1 we introduce a normal form transformation on (1.1)

which is similar to the one we applied to the periodic KAV problem in [12]. We
should mention here that although Sobolev space smoothing fails for the KdV
equation on R, Colliander et al. in [9] proved that the nonlinear part of the
KdV equation on the real line is smoother than the initial data for solutions
that are restricted on high frequencies. Thus in general low—low and high—high
interactions are not problematic in KdV type equations. Therefore, we split
the nonlinearity into two parts and estimate them separately. The first part
includes low frequencies and high-high interactions for which the smoothing can
be established without a normal form transformation. These terms provide an
upper bound on the smoothing estimate a = s + %. As it is usually the case,
the smoothing fails at the —% threshold. The harder to estimate terms are in
the second part, which includes the low-high interactions (corresponding to the
resonant terms for periodic KdV). We handle these terms with the help of a
normal form tranformation.

The main idea in our result rests on the fact that for the perturbation of
KdV that we study the dispersive symbol can be lower bounded away from zero
(see (1.5) below), and thus the smoothing effect takes hold even for the low—high
interactions on the real line. For problems with periodic boundary conditions,
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because of the conservation of the mean, one can remove the zero Fourier mode
and hence the low—high interactions do not cause a problem. As such there are
now many smoothing results for certain variants of the KdV equation on T. We
should also note that, in [7,8], the authors obtained many smoothing estimates
for dispersive PDEs on RY with nonlinearities of order 3 and higher. However,
their method fails for the quadratic nonlinearities as it is expected from the failure
of smoothing in the KdV case.

For our model the improvement in the estimates come from the phase func-
tion ¢(&) = &3 — % After the normal form transformation and because of the
nonlinear interactions, the following function is introduced in the denominator of
the multilinear estimates:

B(8) — 3(&1) — (€ — &) =& — € — (€ — &) — ; + g T (1.2)
1 &
_3PEE -G + &+ - (13)
§&1(§—¢&1) ’ '
which implies
1 < §61(€ = &) (1.4)

6(6) — (1) — d(§ — &) ~ EXF(E— &) + 2+ &
Notice that for the low—high interactions (|&1] < [¢]), this term can be further
bounded by

1 < &1]
|9(&) — P(&1) — p(€ — &1)| ™ €267 + 1
1

and that the maximum of the K function is of the order £. This recovers the
derivative of the nonlinearity. For the details, see Section 3.

The paper is organized as follows. In Section 2, we introduce our notation
and define the spaces that we use. In addition, we state an elementary lemma
that we use throughout the paper in order to prove the multilinear smoothing
estimates. Section 3 introduces the normal form method for equation (1.1) and
contains the heart of our arguments where different interactions are estimated.
Section 4 contains an Appendix where we show that smoothing fails for equation
(1.1) for any v < 0 when 8 = 1. As we have already mentioned, the case 7 = 0
corresponds to the KdV result of [21].

K(&,61), (1.5)

2. Notation

Recall that for s € R, H*(R) is defined as a subspace of L? via the norm

e \// 2| flo)? de,

where () := (1+ 52)1/ % and Fle = [p f(2)e™?™"¢ dy are the Fourier coefficients
of f. Plancherel’s theorem takes the form

7 2 = xz 2 Z.
/le@\ df—/R\f( )|*d
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We denote the linear propagator of the equation as e'r, where it is defined on

the Fourier side as (etl f)(€) = e~ #9©) f(£) and ¢(£) = €3 — % We also use (-)*
to denote (-)¢ for all € > 0 with implicit constants depending on e.

The Bourgain spaces, X*°, will be defined as the closure of compactly sup-
ported smooth functions under the norm

el xsw = lle™ ull gy = (T = (€D (€) (& Tl 2 2.

We close this section by presenting an elementary lemma that will be used
repeatedly. For the proof see [13].

Lemma 2.1. If 3>~ >0 and 8+ > 1, then

1
/ (x —a1)B{x — as)? dr < (a1 — az) "¢g(ar — az),
where
1, g>1,
dp(a) ~ Qlog(1+ (), f=1.
<a>1_67 ﬁ < 1.

3. Normal form transform

In this section we apply the normal form transformation to the equation (1.1)
following the differentiation by parts method of [1]. See Proposition 3.1 for the
transformed equation. A similar method was used in our work in [12] for the
periodic KdV (also see [10] for an application on R, especially Proposition 6.1).
Notice that for more regular data we gain half a derivative in our smoothing
estimate, which is sharp (see Remark (3.3)), while in the case of periodic KdV
we gained a full derivative. In both cases the formulas contain boundary terms,
resonant terms and non-resonant terms. The non-resonant terms can be further
transformed if needed. As noted above, the upper bound in the smoothing esti-
mate for more regular solutions comes from the boundary terms, B(u) in (3.3),
which indicates that further applications of the normal form transformation that
exist in the literature may not improve the result.

To perform differentiation by parts we define L = 0p4, — 0, and N(u) =
Oz (u?), and we write (1.1) for B =~ =1 as

ut + Lu + N(u) = 0. (3.1)

We observe that smoothing for the low frequency part and the high-high inter-
actions can be obtained without normal-forms. Therefore, we further write

N(u) = R(u) + N(u),
where

R(u) := \5|§1N(U) + P|£|>>1N(P>\§|/100U)7
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FNw)(E) = i€ /R m(E, €0)u(Er, D€ — &, 1) déy
m(&,&1) = Xjep>1 (Xjer 1< (el /100 + Xje—e|<]e]/100) -
Letting ¢(&) = €3 — %, we have

ety = F~te™ POy (g, t)].
The following proposition is the main tool for proving Theorem 1.1.

Proposition 3.1. The solution u of equation (1.1) satisfies

Oy (eLtu - eLtB(u)) = ¢l (R(u) + NR(u)), (3.2)
where
_ m Ugy Ue—¢, ‘
8= 5/ e g — o — )" (33)
m u§1w§ &+ WeUe—g
)= e eSS e 04

Here ug(t) := u(f,t) and we(t) = w(ﬁ,t) with
w = e o (ePu) = —N(u).

Proof. The following calculations can be justified by smooth approximations.
First observe that by (3.1)

Ay (") = —e" N (u) = —e"(R(u) + N(u)).
On the Fourier side, we have
F(e" N(u))(€) = i€ / e O m (¢, &1 ) ug, ug_g, dés.

We rewrite the integral above as

15/ PO (¢ ¢)[e M ule, [P ule e, déy

e—io(§)—d(61)—d(§—61)] It
__gat/ 30 = o) e E ™ E Sl ula e ule-g, de

e ilo(6)—d(61)—d(E—E1)]t ) L ]
+& [ 0= ate) —ate e "E Al e ) de

= O, F (" B(u) + F(M NR(u)). =

The following propositions estimate the terms that appear in (3.2).

Proposition 3.2. For fired s > — , we have

1Bl zrs+a S llullFs,

IS
INA
W =

IR oy SNl y,.  a<sts
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Proof. Recalling that ¢(¢) = &3 — L, we have

3
() - dE) —dE—6) =8 & (E-&)P -ty Ly ]
! Y ! ! E & £-&
32—+ 2+ G -4
B (- &) ' (35)
Therefore,

6(6) = (&) = d(§ = &) ~ E2F(E— &) + €2+ &

We start with the claim for B. By symmetry and noting the support of m(§,&1),
we can assume that [£;] < [£]/100 < € — &1]. Therefore, for |£] > 1,

1 < ‘51’

. 7
606) — o) — dE—&)] ~ e+ 1 37)
Using this in (3.3), we have
e e B e Ea a1 B

where f(§) = (€)° |uels 1fllr2 = l[ullas-
By duality and Cauchy-Schwarz inequality

22 a2 (1) > (g — &)™
5 /'51<<£| (€267 +1)2 &1

4
IB(u)|Fe+a < llullzzs sup
lg>1

Note that the supremum is bounded by

2 —2s
sup £|2a—1/ ’77\ §U/f> 5 d77 5 1’
€[>1 m<ez (7 +1)

provided that a < 4, s > —%.
We now consider R(u):

R(u) = Pig<1N(u) + Pes1 N (Ps e /1004)-

The first summand satisfies the claim by the local wellposedness theory, for any

a. The contribution of the second summand to the X s+a,—5+ norm is bounded
by
grrstelg ol = G f (&G, ) fE -G, — T
X§|>>1/ [3 ST ;+| (l+ )i )d&dT1 7
[€1]1€—€112 1] (01)27 (02)27 (0)>2 L2

Xs’%Jr. Here o1 = T1 — ¢(§1), and o9 (=T —T1 — ¢(§—§1),
3

and o := 7 — ¢(£). We consider only the case when p := —s € [0, Z)? the case

where ||fll2 S Ilul
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s > 0 is easier. Also note that in the domain of the integral, we always have | —

STENSTPAINE

By symmetry, it suffices to consider the cases when (o) is the largest and
when (o) is the largest. When (o1) is the largest, using duality and Cauchy-
Schwarz inequality, it suffices to bound

[ €[2+20-2(6y [l — [ d dr
sup - .
e1,m J1<lel<)e e | (o))" (o2)' " (0)!

Integrating in 7 and using the fact that

(o1) = max({o1), (02) , (0)) 2 [6(€) — d(&1) — d(§ — &1)| 2 [€61(€ — &)| = [¢léd

(the second inequality follows from (3.5)), we have the bound

/ |¢[>H2a=2e gy |4 i
L<lelSlen le—en | [ET 62T (T + ¢(6 — &) — B(€)'™

e[+ gy -2

su
§1,m

< sup

&1,71 /1<<§|5|51%551 <Tl + (5 - 51)3 - §3>17

Letting n = (& — &)3 — €3, we see that

d.

dn = &[]+ &7 /4] 2 dg.
Also note that when |&| > [¢]
dn & |& " + &1 /47 dg

In the case [£| = |£1], we bound the integral by

3
‘51‘2a+2P*§ dT] < ‘51’2a+2p—
I+ & /42 (r )T~

3
2

<1

provided that a < 3 — p. In the case 1 < [¢| < |¢], we have the bound

€22y ey _ [ ey
I+ &/ (r+n)'T TS In+ /A0 ()T

provided that a < % —p.
The case (o) is the largest is analogous by integrating in &;, 71 instead of
&, 1. O

Remark 3.3. We note that the regularity of the B term in Prloposition 3.2
cannot be improved for any s by considering the example f(&;) = N2 X[L 2] (&1)+

XV, N+1) (&), N> 1

Proposition 3.4. For fized s > —% and a < min (% + s, %), we have

INR@ g S Tl
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Proof. Recall that

m(&, 1) = Xjep>1 (Xjea <lel/100 T Xje—e]<lél/100) -

By &1 < £ — &1 symmetry, it suffices to consider only the contribution of the first
summand of m to NR(u):

Ugy We—g; + Wey Ug—g,
5/ &) ) — o) — ole — &)

_ (€ = &) ugugue-a-6 + Sluealaua-6 5
= $Xiel>1 Al|§|§|/100 d(&) — d(&1) — o(€ —&1) Sty

Below, we provide details for the estimate of the first summand in the numerator.
As & is smaller compared to £ — &, the analysis of the second term is similar
and easier.

Letting p = —s € [0,3/4) and by duality, €1 it suffices to bound the
|€11<l¢]/100

integral below by Hinz
&,

/ |£|27p+a <£1>p <£2>p <§ — &1 _1§2>p ffllffsz—fll—& ffl d€1d£2d€d7'ld7'2d7—.
g1 16(6) = ¢(&1) — B(€ — €1)[ (01)2 ™ (02)> ™ (05)2 T {02~

[€1]<I¢l/100

Here o’s are defined as in the proof of Proposition 3.2. Also using (3.7), we have
the bound

/ |E[27Prelen] (€1)° (E2)” (€ — &1 — &2)° | fe, feo fe—er—e S|
l€I>1

! i [1/6 d¢1dEsdedT dradr.
€262 4 1] {o1)3T {02)3T (o3)3T (o)™ e
|€1]<€]/100

(3.8)

Note that,

(0 —01—02—03) = (9(&1) + d(&2) + 9§ — &1 — &2) — 9())

11 1
%<3(f—fl)(§—52)(fl +£z)+£1+£2+£_£1_£2>:: (M). (3.9)

We will consider the following cases:

Case 1: |§] <1, 06 S 1.
Case 2: 1< & <€ and [&] S 1.
Case 3: 1[G <[], 1< (&S] and [ —E& — &> 1.

Case 4t 6] 5 gy 0 Il 6~ 6 — &l > 1.

1
Case 5: 12 Ty
ase 5 1N\§1|>><§(£_£2)£2>
Case 6: 1< [&]| < €] <&l

and |&2], [ — & — &of > L.



416 M. Burak Erdogan and Nikolaos Tzirakis

Case 1: |&| £ 1, €] < 1. By the change of variable & — £ — & — &2, this
also takes care of the case [£1], £ — &1 — &| S 1. By Cauchy—Schwarz inequality,
it suffices to prove that

€4 T201g, |
Sup 2¢2 2
g1 Jig ] lelst (6267 +1]2 (M)

— &y dEy < oo.

Note that

1 1
(M) ~ <3(§ — &) (€ — &) (& + &) + 6 + §2>

1

= (6 + e - ) -6+ o).

Letting n = (&1 + &2) [3(5 —&)(€§— &)+ é] in the & integral, we see that

2

1
&

Note that the Jacobian is > &2 if |&] % ‘—1| In this case we estimate the &

integral by
1 . 2 1 - 2
M)™" d <€ ——d < €72,
</|§2§1< ) 52) S € <<8>1+ 8> S €

This leads to the bound

242a+ 2
/ |£|2 5 |£12| dél S |§‘—1+2a+7
et €26 +1]

dn = {3(5—@)(5—2@—&) ]dez.

which is bounded on the set |¢| > 1 provided that a < 3.
When |&| = \%I’ consider the cases [£1] % I?l\ and |&] ~ % separately. In the

former case, (M) 2 ((& + &)&?), which leads to (for a < 1)

24+2a+ 2
126117

LG+ la+ &l

|§2|z%‘

In the latter case, we have

(M) 2 <(§1 +&2) <3§2 + 51152>> ~ <(§1 + &) <§2 + 3552>>,

which leads to

‘§|—1+2a+ ’€|—1+2a+
[ cdades [ g
Ellel~d (g 4 &1 ‘52 + e el ‘51 .
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’é‘ 2+2a+
5/ S g gt <
13

o1 1-
B ’51 ~ 3k

provided that a < %

Case 2: 1 < [&]| < |€] and |&2] < 1. By the change of variable & — & —
& — &, this also takes care of the case 1 < [&] < |¢], |€ =& — &] < 1. By
Cauchy-Schwarz inequality

’E‘4+2a‘§ ’2+2p

su / 5 -
€1 Sl <le) (€267 + 112 (M)
2|51

ISTUS

2a| ¢ [20—2
< oup / wdg dé,.
[€1>1 J1«le <] <M>

€21

Note that

(M) ~ <3(5 L) e @t &)t §>

Note that the contribution of the set |£3] < §2| & is < 1 provided that a < 1. If

|€2| > 52‘5 r» then (M) = £2|¢1|, which leads to the bound

sup / P2 e [P dey déa S 1,
lE>1 J1<e |«

|€2] <1
provided that a < 1.

Case 3: 1 < |&1] < [¢], 1 < [&] S 1€l and [€ — & — &| > 1. Once again we
have

—2p+2a 2p—2 200¢ _ . 2
e /1<<§ |<é] d <l <J\4§>21’_ £ =61 — &l d&y déo
1 1
>t el
[€—&1—&2[>1
§|2P+2a|§1‘2p—2
< sup / ‘ de, dé
els1 Jien <) 1E171E — &l 1€ + ol

2p+2a—1+ 2p—2
< sup / €l S g <1
E>1 Ji<lél<le| €1 + €]

provided that a <1 —p
Case 4: |§] < m and |&2], |€ — & — &| > 1. By Cauchy—Schwarz
inequality as above

sup / €120+ 2016 2 ()% (€ — )% dey de
[€]>1 |§1|5m

|e|4=20120 (£5) 2P (€ — €)% 20-2 _
< d a= ,
S S T T I
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provided that a < 1.
Case 5: 1 2 [&1] > ﬁ and [&2|, | — & — &2| > 1. Note that in this
case, we also have |€ — &| > 1 and

) ~ (36 - (e - )@+ &) + o) ~lele - @l
We bound (3.8) on this set by

/ £~ era|§1||§2|”|§ Ea|?| fey feo fe—e1—s fe
> 1206 > metgy (€262 +1] (01)? 2+ (09) 27 (o3) 2 (0) 27

dfldfgdngldngT

By symmetry, and since max({(o1), (02), (03), (0)) = (M), it suffices to consider

~

the subcases (01) 2 (M), (o2) 2 (M), and (o) 2 (M).

~

Subcase 1: (01) 2 (M) ~ [£(€ — £2)&|. By Cauchy—Schwarz inequality and

then integrating in 7, 70, and using 52‘52 T <4 IGE it suffices to consider
1-2p+2a (e 120—1)¢ _ ¢ [20—1
| il = PP
6151 J 1216 3 ety (71 @(62) + 9(€ — &1 — &2) — B(6))
(3.10)

Noting that the factor in the denominator is ~ <T1 +E+(E—& —&)3 - §3>,
we let n =& + (£ — & — &) — 3. We have
5

~ €€ = & — 2], 62][26 — &1 — &l

el

When [&| > 3|¢], we use the change of variable 7 in the & integral in (3.10), and
obtain

€[1=2+2ajgo g — gyl

sup

61151, /5|>>1Z§1|>><§(§52§2> (11 + ¢(&2) + o(€ — &1 — &2) — 0(8))

—2p+2 4p—3

< sup / |§’ P+ a|£ (n7§)| p d d§ < / ‘5’2p+2a73 d§ < 1

~ 1+ 77 ~ ~ Y
€1l st JJgl>1 ) €[>

- dgyde

provided that p < % and a <1 —p.
When [£] > %]{2\, we use the change of variable 7 in the £ integral:

/ |£(n, &) P2 |&o] P2
€21

S sup
(11 +77>1+

[611<1,m

dn dés < / P28 e, < 1
|&2]>1

provided that a < mln(1 1—p).
When 2[¢| < |&] < 3[¢], we use the change of variable 7 in the ¢ integral:

2a—2 _ 2p—1
< sup / |€2] ’§(Ha§2)l+ & dn dés
RIS IS (11 +m)
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g / ‘52‘2a—2+max(2p—1,0)d§2 S 1,
[&2]>1

provided that a < % —max(p — %, 0). In the second inequality we used the bound
|€ — &| > 1, which is valid throughout the Case 5.
Subcase 2: (09) 2 (M) ~ |{(§ — &2)&2|. By Cauchy—Schwarz inequality and
2

then integrating in 7,7y, and using [§2|§J|r1]2 < |€‘3,‘1§1|1,

it suffices to consider

€| 72020t gy 2L E — &)
sup

€[> 1m /|£|>>12I£1|>><5(51§2)§2> S (2 + B(&1) + 0(§ — & — &) — 8(E))

Noting that the factor in the denominator is & (12 + ¢(&1) + (£ — & — &) — &€3),
we let 7 =72 + ¢(&1) + (£ — & — &) — €3, We have

ey de.

‘gg‘ ~ |€2]|26 — &1 — &al-

We use this change of variable when |2 — &3] > 1 to obtain

—2p+2a+ 20—2|¢ 2p—1
sup / €] &2 1_If fi' dndey <1
2> 1,m2 J €[> 1361 126 — &al|&1F (m)

provided that

—2p+2a+ 20—2|¢ 2p—1
. 6|22t 5|22 — 20t _

<1.
€], [€2], |6~ €2 ], |26 —&a |1 126 — &

This inequality holds for a < 1 — p by considering the cases || = |£2| and [£| %
|€2| separately.
When |26 — &| < 1, we have |&f, |€ — &| =~ [£|. Therefore, we have the bound

‘£|2p+2a72+
sup / = d&dE S 1
|&2>1, 2 J]26—&2],|€1] ST ISY

provided that @ < 1 — p (since the ¢ integral is on an interval of length < 1).
Subcase 3: (o) = (M) =~ |£(£ — &2)&|. By Cauchy-Schwarz inequality and
2

€1

< 1 i '
P S e it suffices to consider

then integrating in 7y, 79, and using &
|§’72p+2a+’§2|2p71+|£ _ 52’2p71+

sup /
g1, J1zle] 1§ (T = (&) — d(€ — &1 — &2) — B(&2))

This can be handled as in Subcase 2.
Case 6: 1 < [&1] < |€] < [&2|. Note that in this case, we have

(M) = (3(¢ — &1)(€ — &)(& + &) = [€65].
We bound (3.8) on this set by

a—p|e, [P—1g,|2p
’§| |£1‘ |§2‘ |f§1f§2ff—§ll—_§2f§’ d§1 dfg df dry drs dr.

/1<<|51<<5|<<|52| (o102 (02)27 (03) 27T (0)2

1+ d€1 d£2 .
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We consider the subcases as in Case 5. Since they can be handled similarly, we
give details only for subcase 1:
Subcase 1: (01) 2 (M) ~ |££3]. As above, it suffices to bound

€2 P2 ol

sup

lex[>1,m /|§1|<<|£<<£2| (11 + d(&2) + 0§ — &1 — &) — (&)

Letting n = 71 + & + (£ — & — &)3 — €3 we see that

rdyde.

on -~ 2
}875 ~ 6|

This leads to the bound

2a—2p—1 4p—4 —1—
/ €] 1\52’ déadn < sup |§|2a+2p_4+/ 2| - déadn 1
le|<é2] (n) le[>1 &1 (1)

provided that p < % and a <2 — p. O

We now outline the proof of Theorem 1.1. For more details and the global
version of the theorem, see [12].

Proof of Theorem 1.1. Integrating (3.2) on [0,¢] we obtain
t
u(t) — et f = B(u(t)) — X B(f) — / e~ bt=s) (R(u) + NR(u)) ds.
0

The claim follows from this identity using the bounds in Proposition 3.2, Propo-
sition 3.4, standard X*’ inequalities, and the embedding X** C CYHS for
b> 3. O
4. Appendix
Consider the equation
Ut + Uggw — ’y@lflu—l— 8x(u2) =0, ze€R, teR,
u(z,0) = f(z).
The Duhamel formulation of the equation is
t
u=ef(x)— €Lt/ e N (u)ds,
0

where Lu = gz — 70, 'u and N(u) = 9,(u?). Now we consider the nonlinear
part of the first Picard iterate, which is obtained by replacing u with e % f(z).
On the Fourier side, it is given by

Pilf) = —eitlte /R /0 16~ —ole—ns 7, F(¢ — ) ds i
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e~ o) —dm)—d(€—nlt _ 1 .

el _ ‘
$ e B — ot g —my DI Emdn (42)

where ¢(¢) = &3 — %

We claim that there is no smoothing in the first Picard iterate when v <
0, namely P;(f) is not smoother than the initial data. This is already known
for v = 0, see [21]. We provide the proof for the cases v = 0 and v = —1 for
completeness.

For v = 0, we rewrite (4.2) as

P 5%/ f ( —it3¢n(§—n) _ 1) dn.

Let fy(n) = i sign(n) [Nx[ ](Inl) +N” X[NN+1](|77|)] Note that fy is

real-valued. Here a < 3 are chosen depending on fixed ¢ so that

1 1
t t - — —.
[Bta, 3tB] C [ 10,7T+ 10]
This guarantees that (1 — e*it?’f”(f*”)) 2 1 in the support of J?N. We also have

[fnllms = 1.
Note that there are four hi-low contributions and they have the same sign
because of symmetry and because % is even. Therefore, for large N and £ €

[N, N + 1], we have
|P(fn)(€)] ~ / o N'Y“Ndn~ N~
(23]

We conclude that, for a > 0, supy || P:(fn)||gs+a = 00.
When v = —1, we instead have

P = | [ LHE ) avten gy ay), (1)
where
B(E,m) = BE) — dln) — (€ — 1) = 3en(E —n) + 2 - }7 - fin (4.4)

Taking N > 1 and

~

fn(n) = isign(n) Nx[fl - ](|77|)+N_SX[N,N+1](|77|)
3N—B’V3N—-a

we see that fy is real-valued and ||fx||zs &~ 1. This is because
! Lo
VBN —a V3N -p "~ N2




422 M. Burak Erdogan and Nikolaos Tzirakis

Fixing £ € [N — ¢, N + ¢], by n <> £ —n symmetry in (4.3) and (4.4), we can
assume |n| < . Therefore, we see that

B(€,n) = 3¢% }7 +O(1/N).

We now put additional restrictions on ¢ and on 0 < o < 8 depending only on ¢ >

0 so that for € € [N —¢, N +¢| and || € L/ﬁ]if—ﬁ’ \/gjb_a], we have

®(&,n) sign(n) ~ 1
and

1 1
) B il
sl € [kn = gkt 5.

A calculation as above yields the claim:

—

[P (fn)(€)] = ) ) NS Ndn=~ N~
[\/ﬁN—ﬁ’m]

Therefore, we again conclude that, for a > 0, supy || P(fn)|| gs+a = 00.
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3rira/I>KyBaJibHI OIMIHKU JJis CJIA0KO HeJIiHIHUX
BHYTPIIIIHIX XBUJIb B OKeaHi, 10 00epTaEThCs

M. Burak Erdogan and Nikolaos Tzirakis

Mu BuBUaeMO BILINB 0DepTaHHS HA 3IUIAXKYBAJIbHI BJACTUBOCTI PIBHSHD
turty Koprepera-ne-®piza wa jificHiit nmpsamiit. 3ryia/izKyBaHHsI OB’ A3aHO 3
BJIACTUBICTIO, TIOIIOHOIO IO PO3CIIOBAHHS, MO0 TOrO, IO HeTiHiifiHa TacTh-
Ha, PIBHSHHS € TVIJIIIOI0 Hi2K TOYATKOBI JaHi, i TOMy 6arato BIacTUBOCTEH
JIiHIAHOT eBOJTIONIT MOzKe Oy TH IIepeHeceHo Ha HesiHiiHI. 3ryia/pKyBaHHs Y BU-
maaky piBHgHHA KopreBera-ie-Ppiza 3 mepiofmIHIMI KPAOBUMU YMOBAME
€ Pe3yJIbTATOM IIPUCYTHOCTI XBUJIb BUCOKOI YaCTOTH, SKi IIOCTA0IIOI0TH HEJTi-
HilfHICTH Uepes ycepenHenns 3a qacoM [1,12]. Kputuaanm ayst boro sieumma
€ Te, IO HYJILOBI YaCTOTH MOXKYTb OyTHU BUJIAJIEH] 38 3aKOHOM 30€peKEHHS
cepenuboro. Ha sificHiit mpsamiit 1ieit MexaHi3M pyHHYEThCS, KON PE30HAHCHI
MHOXKWHY, OJIU3bKI 70 HYJIbOBUX YaCTOT, € 3HAYHUMM 1 IEPETBOPEHHS HOP-
MasbHOL hopMu He € KopucHuMHE [21], oT2Ke, 3raJKyBaHHs 3HuKae. Moesb,
AKY MH BUBYAEMO, € 30ypenHsam piBHsHHs Kopresera-me-Ppiza y cucremi
BiZTiKy, 1110 06€pTAETHCS.

KimrowoBi cioBa: piBasgHHa Kopresera-ne-®piza, Teopiss KOPEKTHOCTI,
3IJIa 2Ky BaHHS
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