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The Korteweg—De Vries Equation with
Forcing Involving Products of Eigenfunctions

A.S. Fokas and A. Latifi

A new methodology has been recently introduced, which starting with
an integrable evolution equation constructs an integrable forced version of
this equation. The forcing consists of terms involving quadratic products
of certain eigenfunctions of the associated Lax pair. We implement this
methodology starting with the celebrated Kortewg-de Vries equation. The
initial value problem of the associated integrable forced equation can be
formulated as a Riemann—Hilbert problem with a “jump matrix” that has
explicit z and ¢ dependence that can be computed in terms of the initial
data. Thus, this equation can be solved as efficiently as the Kortewg—de
Vries equation itself. It is also shown that this forced equation together
with the z-part of its Lax pair, appear in the modelling of important physical
phenomena. Specifically, in the context of laser-plasma interaction, as well
as in the description of resonant gravity-capillary waves.
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1. Introduction

An algorithmic approach was presented in [4], which starting with a given
integrable evolution equation in one spatial variable, constructs an integrable
forced version of this equation. The forcing consists of nonlinear terms involving
the eigenfunctions of the associated Lax pair.

For the particular case that the Lax pair of the starting integrable PDE
involves a 2 x 2 matrix, u, this new approach constructs a Lax pair of the new
integrable PDE by following two steps:

(i) Modify the t-part of the Lax pair of the given PDE by the addition of the
operator A defined by

Af =~ (Hg) o5 + o (Hofosf ™) I
_r [0
(HA®) =7 | 7opdl, keR (1.1)
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where H denotes the Hilbert transform (see the second equation of (1.1)), p
denotes the principle value integral, o3 is the third Pauli matrix (see equation
(2.5) ), and g(t, k) is a scalar function whose Hilbert transform exists and
which satisfies a particular analyticity constraint defined later. Depending
on the specific situation, the addition of the above operator may or may not
necessitate the inclusion of more terms in the t-part of the Lax pair.

(ii) By requiring that the terms of the t-part of the Lax pair which are of order
1/k as k — oo are consistent with the value of u obtained from the z-part
of the Lax pair, obtain an integrable forced version of the given equation.
The fact that this equation is indeed the compatibility condition of the new
Lax pair can be verified directly.

Having constructed the t-part of new Lax pair, the initial value problem on
the infinite line of the new integrable forced PDE can be solved following two
steps:

(i) Using the z-part of the Lax pair of the starting integrable PDE and following
the usual approach of the inverse scattering method, formulate a Riemann-
Hilbert problem (RH) for appropriate eigenfunctions, u~ and p*, satisfying
this Lax pair. These eigenfunctions have a “jump” across the real k axis
defined via the matrix J(x,t, k). The z-dependence of this matrix is the one
obtained via the usual inverse scattering method.

(ii) Using the t-part of the new Lax pair, compute the t-evolution of the jump
matrix J. Surprisingly, despite the occurrence of nonlinear terms in the
definition of A, the time evolution of J can be written explicitly. Hence,
these forced equations can be solved as efficiently as the original equations
from which they arose.

It is well known that starting with a RH problem, and using the “dressing
method” introduced in the pioneering works of Zakharov and Shabat [23], it is
possible to identify algorithmically the Lax pair M;u = 0, j = 1,2, associated
with this RH problem, as well as the x and ¢ dependence of its jump matrix J.
This is achieved by requiring that: first, the two operators M; commute with
J, which means that the functions M;u = 0, j = 1,2, satisfy the same jump
condition as p (this requirement fixes the x and ¢ dependence of J); second, the
coefficients of these two operators satisfy appropriate relations so that M;u =
0, j = 1,2, are of order 1/k as k tends to co. These requirements imply that
the functions M;pu, satisfy the homogeneous version of the given RH problem,
and hence the assumption of the unique solvability of this RH problem implies
Mju =0.

The main novelty of the forced integrable PDEs constructed via the new
methodology is due to the fact that the operator defined in (1.1) does not com-
mute with J. Hence, it is not possible to obtain directly the t-dependence of the
J matrix, nor to conclude immediately that the equation Msp = 0 is compatible
with Mjpu = 0. In this sense, the methodology introduced here goes beyond the
dressing method.
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The implementation of the new algorithmic approach starting with the nonlin-
ear Schrodinger and the Kortewg—de Vries (KdV) equations was briefly sketched
in [4]. Remarkably, the forced versions of both the nonlinear Schrédinger and of
the KdV are physically significant. Details of the solution of the forced integrable
version associated with the nonlinear Schrodinger equation and physical applica-
tions of this equation are discussed in [5]. In what follows we present analogues
results for the forced integrable extension associated with the KdV.

The rest of this paper is organised as follows: It is shown in Section 2 that
the forced integrable extension of the KdV, namely the equation

U + (Uggy + 6uuy) = dyp(z,t) + 2hy(x, t), (1.2)

where « is introduced in order to consider the a = 0 limit and d and A are defined
by

1
d({L‘, t) = ; / g(t, l)(UHUQQ + U12’L)21)($, t, l) dl, (1.3&)
R
B, ) = + / g(t, Dvarvas (£, 1) i, (1.3b)
T JR

is integrable. The functions v;;, ¢, j = 1,2 are the ij components of the matrix v
given by

1 1
1 ¢(xata _k) - Eﬂﬁm(ﬂfat» _k) ¢(xat7 k) - Eqbz(l”t? k)
U(.I,t,k) = 5 ) (14)

¢(SU, tv _k) + %st(xatv _k) ¢($, tv k) + équ(aj,t, k:)

where ¢ is an appropriate solution of the associated Lax pair. Namely, ¢ satisfies

b + (u+ k2)p =0, (1.5)
and
b+ o (4k% — ug) ¢ + a(2u — 4k*) ¢ +l(H Yo — $ Hg (oo + igﬁ o, ¢
! g SIS TE AT K27% )| ik
1 ~ 1 =~ 1 1, ~ o
— |H - 75 PxPx - H T 5 — Y, 1.
+ 1 [ (60— o) |0 3 [0 (p160.) | & =0 (16)
where the hat denotes evaluation at —k.
It is shown in Section 3 that v can be obtained via the formula
u(e,t) = =10,V (@, 1), Vi (1) = lim [*g(a,t. k) — 1], (17)
—00
where ¢ = ®el** satisfies the scalar RH problem
P )
M =U(z,t, k) +r(t, k)V(x,t — k:)e_mkx, k € R, (1.8)

a(t, k)
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where a(t, k) and r(t, k) are given by
a(t, k) = ao(k)ei(HG(|“°(k)|2), (1.9a)
r(t, k) = TO(k)e—8iak3t—i[HG|ao(k)\2(1+\ro(k)|2)]7 (1.9b)
and G(t,k) is defined by
G(t,k) = /Otg(T, k) dr. (1.10)

In Section 4 we present two important physical applications of equation (1.2).
First, the set of equations

+00 .
%Q(&T) = (‘;95/_ g(W)|EE, 7 w)[* dw, (1.11a)
Eee(¢,7) + (K + ) E(€,7) =0, (1.11b)

which appears in the context of laser-plasma interaction. In these equations, g
represents the cavitation in the ion density, while F is the slowly varying en-
velope of a high frequency electrostatic field. In the co-moving frame with the
electrostatic wave, 7 and ¢ are slowly varying time and space, respectively. The
set of equations (1.11) fits equations (1.2) and (1.5) by setting a =0, ¢ = E, u =
q and g = 2g.

Second, the set of equations

OB too - 9|A|2
__ 1.12
o /_Oo 52(k) g, - (1.122)
~ 92A ~~
NA+ — = BA, (1.12b)
Oxy

which appears in the context of resonant gravity-capillary waves. In these equa-
tions, A is the scaled complex amplitude of the fluid free surface elevation with a
Gaussian profile @2)1/ 2 Xis related to the phase velocity of the gravity wave, and
B is the scaled group velocity of the capillary waves. The independent variables
x1 and 79 are scaled space and time, respectively. The set of equations (1.12) fits
equations (1.2) and (1.5) by setting a =0, ¢ = A, u=B and g = 2.

In the appendix we verify directly that the equations (1.5) and (1.6) constitute
a Lax pair of equation (1.2).

We hope that this work together with the results of [4], and [5] will motivate
several researches to construct integrable forced extensions of a variety of inte-
grable PDEs in one and two spatial dimensions. In this connection it is noted
that the correct analogue of the operator A needed for evolution PDEs in two
space dimensions is presented in [4].

2. The Lax pair
The KdV equation

Up + Ugge +0uu, =0, weER, z€R, t>0, (2.1)
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possesses the Lax pair

Guz + (U + k2)¢ =0, (22&)
br = (—4ik® + uy)p + (4k* — 2u)py, k€ C, (2.2b)

where ¢(x,t, k) is a scalar function.

A matrix form of the Lax pair. An alternative Lax pair is given by the
following equations:

vy + ikosv = %av, (2.3a)
v + 4ik3o3v = (2kuoy + ugoq)v — %UU, ke, (2.3b)

where u
0 = (02 - iO’3>, q= % + u27 (24)

and o, , j = 1,2,3, denote the Pauli matrices, which are defined by

S R U N A T

Hence,

It is straightforward to verify that if ¢ satisfies (2.2), then v satisfies (2.3), where
the 2 x 2 matrix v is defined by

1 Qb(f]?,t, _k) - %¢$(1’7t7 _k) ¢(x7t7k) - %(ﬁm(l},t, k)
vz, t, k) = 5 . (2.6)

1 1
¢(xat7 _k) + Eqsﬂv(wvta _k) ¢($,t, k) + Eqbz(l‘atv k)

For example, the “12”component of (2.3a) yields the identity

1 U

1 9 .
¢x+@(u+k )¢+1k(¢—ﬁ

where we used (2.2a) to replace ¢yy.

The matrix v has a pole singularity at k& = 0. It can be shown [6] that if ¢
is a solution of (2.2a) normalized by the condition that ¢ tends to exp(—ikz) as
r — —o0, then ¢ and ¢, have the following behaviour as k tends to 0:

¢(z,t, k) = f(z,1) + O(k), k=0,
bu(m,t, +k) = f(x,t) Fikfi(z,t) + O(k?), k— 0, (2.7)

where, since

o(z, 1, k) = e o 4 / K(x,y, t)e ™ dy,
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flz,t) = 1+/x K(z,y,t)dy,

Flot) = KGeot) + [ " K,y t)dy,

and
Fie.) = 1+ak (o) + [ Kooy s
Then _ _ _
_ S Y(f=fh f+h
v = 2k0+2(f+f1 f_f1>+0(k:), k— 0, (2.8)
and
vx:%a—#—O(l), k= 0. (2.9)

Substituting these expressions in equation (1.3a) we obtain,
uf u f L(f- J?l f+ fl
1) = — — — o ~ | + + O(1
2ka—|—0( ) 2k0( 2ka—|—2 (f BT O(k) 0(1)

_uf 5w 1[f—F f+h
W ] <f+f1 f—fl>+0(1)' (2.10)

That confirms that the singularity at & = 0 cancels because % = 0.

The transformation
_ —ik
v = Ve "3

maps (2.3a) to the equation

V, +ik[os, V] — %av =0, keC. (2.11)
The dressing method for the z-part of the Lax pair. Suppose that V'
satisfies the RH problem

Vo (z,t,k) =V (z,t,k)J(z,t,k), k € R, (2.12a)
1
V(z,t,k)=1+0 (k) ) k — oo, (2.12b)

where I denotes the identity 2 x 2 matrix.

It is straight forward to verify that if V™ and V'~ satisfy the jump condition
(2.12a), then the function defined by the LHS of (2.11) also satisfies the same
jump condition, provided that J satisfies the equation

Jy + ik[os, J] = 0. (2.13)

Let us denote the LHS of (2.11) by M;j(«x,t, k). Since M; satisfies the jump
condition (2.12a), the assumption of the unique solvability of (2.12) implies that
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M7 = 0 provided that: first, M; is sectionally analytic in the complex variable k
with respect to the real k-axis, i.e. M; is analytic in the upper and lower halfs
of the complex k-plane; second,

1

M, =0 <k> , k— o0 (2.14)

The first condition was verified in (2.10). Regarding the second condition, we
expand V in the form

VO (z,t) VO(xt) VO(zt) VE(z,t) 1
V(z, t,k) =1+ ? t—  tgm Tt @ <k55> ,
k— oo  (2.15)

In the analysis that follows we use the identities,
0903 =101, 0301 =i09,, 0109 =ios, 0’32) =1T. (2.16)

For large k, the term of equation (2.11) which is of order 1 vanishes if and only if

Vi (2, t) =0, (2.17)

where the subscripts D and O will denote the diagonal and off-diagonal parts of
a matrix.

The terms of equation (2.11) which are of order 1/k yield

uoy  iuocs

v i [gg,vg)] — Yoz 95

2 2
Hence, _
Vgx) = —%037 i [03,‘/(52)} = gog. (2.18)
Using that the solution of the first equation below is the second equation,
ifos, Vo = A, Vo = 5 Ao, (2.19)
we find u
v = - (2.20)

For large k, the terms of equation (2.11) which are of order 1/k? yield
Vi) = —igoaVy), VE) +ioa VS| = Soav). (2.21)
The second of these equations yields

i [Og,Vo(g)} — gO'QVI()l) = %a

Then, (2.19) together with the first two of (2.16) imply

(2.22)

VS = Zar = SV, (2.23)
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For large k, the terms of equation (2.11) which are of order 1/k? yield

Vl()?;) = 5021/(;2) — 1503‘/[()2), VO(?;) +1 [03, Vgl)} = 5021/1()2) — 150‘31/(%2). (2.24)
These equations with the aid of equation (2.20) become
2
v = il oy — itV (2.25)
8 2
and
1
i [03, Vgl)} — gagvg) = —g(u2 + Ugy )2 + %(quw) + qul()l)). (2.26)

The dressing method for the ¢t-part of the matrix Lax pair. We pos-
tulate the form

Vi + diak? (03, V] — 2akuosV — auzoV

1
— (Cg)Vo3 + (CgVasVHV + SAoV =0, (2.27)
where the operator C' is defined by
L[ f0)
Cflk)=— | —=dl, keC.
T0) =5z foi—r® k€

The occurrence of the specific matrix ¢ in the last term is dictated by the require-
ment that the term of order 1/k? as k tends to 0 must cancel. The parameter
« is introduced for convenience in order to analyse the particular case of a = 0,
and the scalar function A(x,t) is to be determined.

As explained in the discussion of the NLS, the terms containing the Hilbert
transform do not commute with J. However, we still expect the equation defined
by (2.27) to be compatible with the z-part of the Lax pair by demanding that
the solution u of both equations has the same large k behaviour.

It is noted that as with the usual KdV, the third and fourth terms in (2.27)
were determined by analysing the terms of order k£ and order 1 (for large k).
Indeed, the former terms yield

4|03, V| = 2u0,

where we used the second of equations (2.18). Similarly, the terms of order 1 (for
large k) yield

4i [03, VO(3)} - QUJQV[()I) = Ug01,

where we used the second of equations (2.24).
The diagonal part of the terms of (2.27) which are of order 1/k (for large k)
yields

1
VY — 20u0, V) +— / g(l,t) dios
2im Jr
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—— [ g(,t)(VosV ) p(x,t,1)dl —iAos =0.  (2.28)
21w R

The transformation V = vel#?73 implies

VUgil = 1)0'31)71 = (1}111)22 + vigv21)03 + 2 ( 0 —U11U12) . (2.29)
V21022 0
In what follows, a hat will denote changing k to —k. Thus
~ 1
U21(k) = va1(—k) = vi2(k) = ¢ — ¢,
P 1
vi1(k) = vi(—k) = v22(k) = ¢ + = ¢a. (2.30)
Assuming that g(¢, k) is even in k, it follows that
1 1
/90211122 dl = /g’Ulg’Uu dl.
T JR T JR
Hence,
1
- / gVo3Vldl = dos — 2ihos, (2.31)
T Jr
where
1
(e, 1) = / ot 1) (w1102 + v12091) (@, 8, 1) dI, (2.32a)
R
1
h(z,t) = — / g(t, Dvarvea(x, t, 1) dl. (2.32b)
T JR

Replacing in (2.28) Vg) and V(g2) via the first of equations (2.18) and (2.20)
respectively, and then simplifying, we find

1
9y tup + au® + - /Rg(l)dl —d+2A=0. (2.33)

The off-diagonal part of the terms of (2.27) which are of order 1/k (for large k)
yields
: (4 _ @ _ (1) _
diafos, V'] = 2auos V' — augo1Vyy ' + hog + Aoy = 0. (2.34)

Using (2.26), the first three terms in this equation yield

o(f )

Hence, equation (2.34) yields
 (Uaz 2\
A=« (—2 +u ) h(z,t). (2.35)

Replacing in (2.33) the function A(z,t) via (2.35), and then differentiating the
resulting equation with respect to x we find

Ut + (Uggr + 6uuy) = dyp(z,t) + 2hy (2, 1). (2.36)
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It is worth nothing that the identity
o1(oy —io3) = — (09 — i03)
ensures that the pole at k = 0 of the function defined by the LHS of equation
(2.27) vanishes.
3. The inverse scattering transform

Let ¢(z, k) be the solution of (2.2a) defined by the condition that it tends to
exp(ikz) as = tends to —oo. It is straightforward to verify that the function ¢
satisfies the linear Volterra integral equation

d(x, k) = ek — /_x Wu(@m, k)d¢, keR. (3.1)

Let bar denote complex conjugated. Let v be the solution of (2.2a) which satisfies

the condition that it tends to exp(—ikz) as z tends to co. Thus, ¥ (k) also satisfies
(2.2a) and tends to exp(ikz) as z tends to oco. Hence, if we define ® and ¥ by

Oz, k) = ¢z, ke F, W(x k) =z, ke *, keR, (3.2)
it follows that ® and V¥ satisfy
T o1 e—Qik(;L’—{)
@@J):l—/12M7M8®@$ﬁk,1mk§0. (3.3)

and
1 _ e—2ik(a¢—§)

2ik
Since z — ¢ is non-negative in (3.3) and non-positive in (3.4), the function ® is
analytic in k for Im k < 0. Similarly, the function ¥ is analytic in k for Im k& > 0.

U(z,t) =1 +/ w()U(E, k) de, Tmk >0, (3.4)

T

The function W(—k) also satisfies equation (2.2a). Hence, this equation is
simply related with the functions ¥ and U:

6(w,1) = a(k)D(z, k) + b(R)D(z, ~K), k€ R, (3.5)
Using in this equation the definitions (3.2) and then dividing the resulting equa-
tion by a we find

O(x, k)
a(k)

= U(z, k) +r(k)U(z, —k)e 2% r(k) = 22‘3 k € R. (3.6)

As z tends to oo, ¥ tends to exp(ikz). Hence, (3.5) implies

o(x, k) — a(k)e™® +b(k)e ™ 2 — occ. (3.7)

On the other hand, equation (3.1) implies

I I CLG N B



The KdV Equation with Forcing Involving Products of Eigenfunctions 117

+L;/ﬁ M(@mgm@} z—o00, keR. (3.8)
Hence, a and b are given by the expressions
alk) =1+ ﬁ - OB R dE Tk <0, (3.92)
and e
Wb = gz [ u©oleyds keR (3.9b)

The function « inherits its analyticity properties from the function ®, hence it is
also analytic in k for Im k < 0.

The t-part of the scalar Lax pair. Writing the “12” and “22” components
of equation (2.27) and then adding the resulting equations we find the following
equation:

(vig + v22), + Siak®v12 + 2icku(vay — v12) — g (vig + v22)
1 1
+ E(Hg)(UIQ + va2) + 7 [Hg(vi1vae + v12v21)] (v12 — v22)
1 1
+ Y(Hgvnvm)vm + Y(Hgvzﬂ)zQ)le = 0.

Using in this equation the expressions

1 1 1 1

V12 = §(¢ - E¢I)7 V22 = §(¢+ Eﬁbx)v
1 ~ 1~ 1 ~ 1~
V21 = §(¢+ Eqsx% V11 = §(¢ - E(bx)v (3.10)
we find the following t-part of the scalar Lax pair:
b0+ Q41K — )6+ 20— 4K)0, + - (Ho)o 1[Hg<¢¢ ' %qﬁm%
1 ~ 1 1 B
+ 1960 — 5600016 — 1ol (69,022 =0. (31

Letting in this equation z tend to co and employing (3.5) we find the following
evolution equations for a(t, k) and b(t, k):

ar + = (Hg)a + = [Hg(\a|2 + |b?)]a = 0, (3.12a)
b + 81al<:3b + = (Hg)b - —[Hg(|a\2 + [b]*)]b = 0, (3.12b)

where we used the identities

o~

a=a, b=b. (3.13)

Equations (3.12) imply that the absolute value of both a and b are conserved.
Hence,

a(t, k) = ag(k)eHGlaol), (3.14a)
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b(t,k) _ bo(k) o~ Siak®t—i{HG(|aol*+/bo|*)] (3.14b)
a(t,k)  ao(k)

where .
G(t,k:):/ g(7, k) dr, (3.15)
0

and we made use of relation
jaf* = [b* = 1, (3.16)

to simplify (3.14a).

In order for a(t, k) to be analytic for Imk > 0 it is necessary for the function
HG|bo|? to admit an analytic continuation in the upper half k-complex plane. In
this connection we note that

iHGbo* = (1HG|bo|* — Glgbol*) + HG|bo?,

and the first term in the RHS of the above equation admits an analytic continu-
ation in Im k£ > 0. Thus, we require that

G(k7t)‘b0(k)’2 :g(t7k)a keR,
where ¢(t, k) is analytic in Imk > 0.

In the absence of solitons, the first of equations (3.6) implies the following
linear integral equation for W (x,t, —k):

1 bo(k) W(z,t, —1) _oip—siar3t—ir(t,
U(z,t,—k)=1—— A ile=8ial”t=i0(t) g1 Tmk < 0, (3.17

where I' is defined by
L(t, k) = HG(|ag|* + |bo|?). (3.17b)

4. Related physical models

4.1. Linear approximation of ion acoustic waves in the laser plasma
interaction. In the last decades, laser-plasma interactions, have been investi-
gated extensively, both experimentally and theoretically. The Euler—-Maxwell
equations or the Vlasov—Maxwell equations [19] provide the basis of most models
accounting for these interactions. The complexity of these models makes it dif-
ficult to achieve an analytical formulation or even to obtain effective numerical
simulations. This motivates the search for simpler models.

In the seventies, starting with the Euler—-Maxwell equations, Zakharov and al.,
introduced the following equations, known as the Zakharov equations [22] [20]:

et — Nea — 2 (|E(x,1)7), =0, (4.1a)

() + %Em(x, 1) — n(z, ) E(z,1) = 0, (4.1b)
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where n(x,t) is the fractional change in the plasma density and E(x,t) is a high
frequency electrostatic field.

Assuming a one-directional ion-sound wave propagation n; ~ —n,, with a
speed of propagation v ~ 1, Yajima and Oikawa [21] applied the following trans-
formation to Zakharov equations:

Nt — Ny = (6t — 8$)(’I’Lt + nx) = —281(7% + nx) (42)
This led to the Yajima—Oikawa (YO) equations,

ne(z,t) + ng(z,t) = — (|E(m, t)|2)x, (4.3a)

B (2, 1) + %Em(x, 1) — n(a, ) B, £) = 0. (4.3b)

Remarkably, these equations are integrable [21]. The YO equations, in addition
to describing resonant interactions between high-frequency electrostatic field os-
cillations and low-frequency ion density perturbations, they also describe the
resonance interaction between internal gravity-wave packet and mean motion [7].

In the context of laser-plasma interaction, taking into consideration the basic
assumption n; ~ —n, [21], equation (4.3a) implies that E(x,t) must have a small
scale amplitude. Therefore, considering the field F(z,t) as a wave packet with
profile g1 (w), w being the frequency of electrostatic field, E(x,t) can be written
in the form

+o0 - )
BE(z,t) =e'/? / g1(W)E(z, 7, w)e ™t du, (4.4)

—0o0

where e = y/m./m;, me and m; are the electron and ion masses, respectively,

E(z,T,w) is the slowly varying envelope of E(z,t), and 7 = et is the slow time.
Introducing a frame co-moving with the electrostatic field, defined by

5 =T — tv T = Etv (45)
and setting
1 1
w=gk, g=-5n, gw) =g, (4.6)
the YO equations (4.3) become
o o +o00 _ )
o—q(&T) =+ g(W)|E(, 7,w)|" dw, (4.7a)
or 0¢ J_o
Ege(6,7) + (K + q)E(§,7) = 0, (4.7)
where 0 = +1 if the cavitation q(&,7) travels faster than the envelope of the
electrostatic field, and o = —1, if it travels slower (due to its negative sign, ¢

accounts for a cavitation in the electron density).

Under the assumption of a weak nonlinearity approximation of the ion acous-
tic wave, (4.7) yield the coupled anti-dissipative version of the kdV equation [10]
[13],

o [t -
70r(6.7) + Bagc + dece = ¢ / @) PIBE r o) Pdo,  (482)
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Eee(&,7) (K + ) E(€,7) = 0, (4.8b)

which is not integrable.

4.2. Resonant capillary-gravity waves. The nonlinear coupling of
gravity-capillary waves (GCW), due to its importance in fundamental wave
physics, has been extensively studied in recent years. Examples include, reso-
nances in GCW turbulence [1] [8], consequences of the nonlinearity of GCW on
wind-wave interactions [9], the nonlinear resonance interactions between three
GCW [17] [3], instability of the nonlinear GCW based on the Zakharov nonlin-
ear equation with weak viscous dissipation [16], the impact of the dissipation on
the nonlinear interactions of GCW [2], and the nonlinear parametric coupling of
GCW under the radiation pressure of ultrasound waves [12].

In what fallows we focus on the two-dimensional GCW in an inviscid, incom-
pressible liquid layer of uniform finite depth h. For such a fluid, the irrotational
motion is harmonic,

2 2

0o 0% _,, (1.9)

ox?  Oy?
where ¢(x,y,t) is the velocity potential, z € [—o00, +0o0] is the direction of wave
propagation along the unperturbed liquid free surface, y € [—1,n(x,t)], where
h is normalized, and n(z,t) is the free surface elevation from the unperturbed
level. The harmonic equation (4.9) is completed with the following boundary
conditions [11]:

ot Ody OxOx
dp 1| [0p\* [0p)°
dp 1| (99N, (9
ot 2|\ 0z oy

L L O™
" W 0z2

N

01—
1+ (gg) ] =0 aty=n(zt), (4.10b)

8—y:0 at y=—1. (4.10c)

In equations (4.10a)—(4.10c) the phase velocity is normalized, i.e. /gh = 1, where
g is the gravitational acceleration. W is the Weber number, W = pgh? /T, where
p is the fluid density and T is the surface tension.

The resonance occurs when the group velocity of the capillary wave (short
wave), is sufficiently close to the phase velocity of the gravity wave (long wave).
In order to analyse the nonlinear resonance interaction between the two waves
with different time and amplitude scales, it is necessary to apply the multiple
scales expansion method [15]:

Tp=¢"z, t,=¢&", n=0,1,2,..., (4.11)
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where ¢ is an arbitrary small parameter. Using these scales we expand n and ¢
as follows:

o

n(z,t,e) = annn(xo,xl,:vg, ooy toyt, eyl ), (4.12a)
n=2
(o)

o(x,y,te) = Zs”cpn(xo,ml,mg, oY tostr, ta, ). (4.12b)
n=1

Interaction equations are derived by choosing the following superposition of long
and short waves for 7o and ¢o [11]:

o = A(a:l,tl, To,to, ... )eie —i—Z(JZl,tl,xQ,tQ, - )efie
+T72(:L’1,t1,$2,t2,...), (4.13&)
_ iwcosh [k(y +1)]
2= ksinh (k)

[A(Cﬂl,tl, To,to, ... )619 +Z($1,t1,$2,t2, ce )e_w]
+g52(:1:1,t1,a:2,t2,...), (4.13}3)

where 0 = kxg—wtg, k and w are the wave number and the frequency, respectively.
In equation (4.13a), the expression Ae'? represents a train of high frequency short
waves (A is the complex amplitude), whereas 7, and g, represent slowly varying
low frequency long waves. The first order potential 1 is responsible for producing
the slowly varying long wave 7j;. For this reason, in equation (4.13a), the series
starts by n = 1, while in equation (4.13b), the series starts by n = 2.

Non trivial solutions can be obtained provided that w and k satisfy the dis-
persion relation

— <k + 5;) tanh(k). (4.14)

The group velocity is given by

do 1 3k? k? k

Substituting equations (4.11), (4.12a), (4.12b), (4.13a), and (4.13b) in equa-
tions (4.9), (4.10a), (4.10b), and (4.10c), we obtain at forth order, the following
set of equations:

B= ai _ (4.16a)
<6t2 + gax2> ({(?92:;; = MBA, (4.16b)
gi—i—gf;-i—; gﬁ%—Na;:g:—Pagﬁr, (4.16¢)
where the coefficients L, M, N and P are defined as follows:
_ 1dl (4.17a)

2 dk’
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_ g[z ~ wo(tamh(k) — coth(k))]. (4.17D)
N:é(l_v?[)/>’ (4.17¢)
w coth(k)

P = [2 — w(tanh(k) — coth(k))V,]. (4.17d)

2

It is possible to write equations (4.16b) and (4.16¢) in terms of x; and #;:

DA 9A\ 0%
122 — vBA 41
<8t1 + V(Jal‘l) + 61’1 ’ ( 8&)
1 (0B 0B\ 3_0B 9B  _0|AP
L (98,98 308  NOB __ pdiAl 41
(am + 81:1) 2 0m N or T om (4.18b)

Next we introduce two new frames. The first one is the frame moving at the
speed V, with the scaled time 71, namely,

51 =T —‘/gtl, 71 = €tq. (4.19)
The second one, is a frame moving at the speed 1 with the scaled time 7, namely:
52 =1 — tl, To = €2t1. (4.20)

Rewriting (4.18a) in the frame (4.19), and (4.18b) in the frame (4.20), and taking
into consideration that 0¢, = 0¢, = 0, we obtain:

.0A 0?A

92 4 192 — MBA, 421
0B 3 0B OB 9| A2

98 SR8 NOE _ pdAl 4.21h
o 2 0m o 021 (4.21b)

In equation (4.21b), B represents a slowly varying long wave, its derivative with
respect to the scaled time 7 = €2t;, contributes to derivatives with respect to
the lower space scale.

Let us concentrate on the case W < 3, which implies N < 0. In what fallows,
we choose the physically interesting value of W = 2.9. Indeed, at 20°, the surface
tension for water is ~ 72 x 1072 N/m [18]. and hence, W = 2.9 corresponds to
a flat surface of depth =~ 20 ¢m. In coastal engineering, this is know as shallow
water, and is a domain of intense activity [14]. A resonance occurs when the
group velocity of the long wave is close to the phase velocity of the short wave,
ie. Vy; = 1. In Fig. 1, we plot V; against the wave number k, for W = 2.9.
Fig. 1 shows that for any value 0 < k£ < 1 resonance does occur. Hence, instead
of a monochromatic wave, a wave packet centred in this interval, such as gs(k) =
exp [—ZO(k — 0.5)2] also, allows resonance to take place. Figure 2, shows the
variations of coefficients L, M and P, within the interval 0 < k < 1. The
numerical range of values of these parameters, are as follows: for 0 < k < 1 and
W =29, we have 0 < L < 0.06, 0 < M < 1.28, 1.15 < P < 1.72 and N =
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Vg

Fig. 4.1: Group velocity V, versus wavenumber k for W = 2.9.
B
—5.75 x 1073. The value of N is of order ¢, and the dispersive term N —— 3 in
x
(4.21Db), can be neglected. Setting B = LB, A= Ae™% and A2 = $/L, the set
of equations (4.21a)—(4.21b) becomes,

2
A2A + P4 _ = BA, (4.22a)
Ox?
MO&B 3 ~ OB dAP?
——4+2(=) B—=-P . 4.22
L (97'2 + ( L > (91'1 8:U1 ( b)

Taking into account that 0.01 < % < 0.04, we have (%)2 < % Hence, the
nonlinear term in (4.22b), can also be neglected. Thus, equation (4.22a) and
(4.22b) yield,

2
ANA+ ﬂ — BA, (4.23a)
a 7
OB +oo O A2
9b _ 4.2
e Gk (1.230)

where ga(k) = & exp [-20(k — 0.5)%].

Appendix

In what follows we will show that the compatibility of the new Lax pair yields
the forced KdV equation (2.36). For this purpose we will use Proposition A1 of [5],
which states that the compatibility condition of the Lax pair

QJZ):E + Nld} = 07 (Ala)
W + Ny + Nop = 0, (A.1b)

is the equation

(N1t — Nag — [N1, Na]) ¥ = (N + [N1, N]) 9. (A.2)



124 A.S. Fokas and A. Latifi

_/

0 1

Fig. 4.2: Variations of coeflicients L, M and P, versus the wavenumber k in the
interval [0, 1], for W = 2.9.

We will also use the identity

(Yoap), " = —[N1, o3t "]. (A.3)
For our case,
Ny = ikoy — % N = %ngagzpfl - %a. (A.4)
Hence,
N, = —%Hg |:i]€0'3 — %,1/)031/1_1} — %O’
— f% (03, 2i Hkgiporgty™] + % [a, H%ww—l} - %o.

Using the identities

Hk:f(k)Zka(k)+71T/Rf(k)dk, Hf(kk):;}]f(k)%/ﬂgf(k) dk.

we find further

Ny = — [N1, ;ngaw_l} - % [%/RQ (vosv™), dl]

S POy VRS | L
Tk [10,/Rl¢03¢ }dl ka.

Also,
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Thus, using the identities (see (2.30))
2 1 -1 .
o =0, —/gwagd} dl = ihoo,
2 R
we find
Ng + [Ny, N] = ih[o J]—i ial/gwa Y ldl —ﬁa—i—h[a io]
T 1, - 3,02 Ak 77_(_ . I 3 L 3 .

The first and the last terms of the RHS of the above equation cancel. Further-
more, the diagonal of ¥o31)~! involves only even functions, hence the integral of
these functions time the odd function g(I)/l vanishes. Also the transformation
k — —k maps the “12” element of 1o31)~! to the negative of the “21” element.
Hence,

1 2
/ g@Z)O'g’gb_l dl = F(SL‘,t)O’l, F = / gvglvgg dl. (A5)
™ JR l ™ JR l
Using the identity
[0, 01] = 20,

we find
" a
N, + [Ny, N] = —%0’ - u?ia.

The above forcing corresponds to the LHS of the —uy0/2k, thus the LHS of u,
corresponds to the forcing 2h, — 2iuf. We next verify that —2iuF = d,. Indeed,

. i ~ 1~ 1 ~ 1~ 1
dx+21uF:4/Rg{[<¢—ik¢x) <¢+ik¢x)+<¢+ik¢x> <¢—ik¢>x>L

uf~ 1~ 1

Using the differential equations (2.3a) for ¢ and <$, the above equation simplifies
to

dw + Qiuf = ISL/I‘%'Z <¢$_ ]:2%@) dk,

which vanishes since ¢ is an odd function.
It is interesting to note that

2y + dy = i/Rg{(z . %) (¢$)m +% [cbx&x ¥ (ut k2)¢>$} } dk.

Thus, the forcing formally simplifies to

1 - g~
zax/quﬁgbdl—élﬁx/Rqugbdl. (A.6)
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PiBusansa KopreBera—ge ®Ppiza 3 popcyBaHHAM, IO
MiCTUTB JO0OYTOK BJIacCHUX (PYHKITiii

A.S. Fokas and A. Latifi

Hemonasuo Oyso 3anmpoBazKeHO HOBY METOJOJIOTIIO, sIKa, TOYNHAIOYHN 3
IHTErpOBHOIO €BOJIIOIIHOrO piBHsIHHS OyIye iHTerpoBHy dbopcoBany (3 mpa-
BOIO YaCTUHOIO) Bepciio 1poro piBHsaHHS. POpCyBaHHsS CKIAJAETHCH 3 J0-
JIAHKIB, 1[0 BKJIIOYAIOTHh KBaJpPaTUJHI JOOYTKU MEBHUX BJIACHUX (DYHKILIH
acoriitoBanol napu Jlakca.

Mu 3acTOCOBYEMO ITI0O METOJIOJOTIIO, TOYMHAIOYN 31 3HAKOBOT'O PIBHSHHS
Kopresra—ne ®piza. 3ajada 3 MOYATKOBUME 3HAYEHHSIMEU JIJIsT acoIiiioBa~
HOT'O iHTErpOBHOTO (OPCOBAHOTO PIBHSHHS MOXKEe OyTH CHOpPMyTHOBAHA K
zajada Pimana—Ti1p6epra 3 “mMaTpurieio cTpudKa’, 10 MAa€ ABHY 3aJIC2KHICTh
Bif x i t, siKy MOXKHa OOYHMC/INTHU 33 IMOYATKOBUMH JAHUMU. TaKuM UUHOM,
Ile PIBHAHHSA MOXKHA PO3B’I3aTH TaK caMoO e(EKTHBHO, sIK 1 caMe PiBHAHHS
Kopresera—me ®piza.

Takox mmokazamo, 110 11e GopcoBaHe PIBHSAHHS Pa30M 3 Z-9aCTUHOIO HO-
ro mapu Jlakca, 3’gBISIIOTbCS B MOJETIOBAHHI BaXKIUBUX (DI3UIHUX SIBUII.
30KpeMa, B KOHTEKCTI JIa3epHO-ILIa3MOBOI B3a€MO/IIT, & TAKOXK B OIIHCI pe3o-
HAHCHUX T'PaBITAIIIHO-KAIIIAPHUX XBUJIb.

Kirouosi ciopa: dopcosane piBuauus Ka®, napa Jlakca, inTerpoBHicTs,
npobsiema Pimana-I'innbepra
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