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This is a sequel to [2] where the prescribed σ-curvature problem on the
standard sphere was studied under the hypothesis that the flatness order
at critical points of the prescribed function lies in (1, n − 2σ]. We provide
a complete description of the lack of compactness of the problem when the
flatness order varies in (1, n) and we establish an existence theorem based on
an Euler–Hopf type formula. As a product, we extend the existence results
of [2, 17,18] and deliver a new one.
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1. Introduction and main results

In this paper, we are interested in a critical fractional problem arising in
conformal differential geometry. Namely, we consider the problem of existence
of conformal metrics with prescribed fractional order curvatures on the unit n-
dimensional sphere. Let Sn = {x ∈ Rn+1 | |x| = 1}, n ≥ 2, endowed with the
standard metric gSn =

∑n+1
i=1 dx

2
i . Let g ∈ [gSn ], the conformal class of metrics

be associated to gSn and write g = u
4

n−2σ gSn , where σ ∈ (0, 1) and u is a smooth
positive function on Sn. The fractional curvature Rσg of order σ for (Sn, g) called
also σ-curvature is given by

Rσg = u−
n+2σ
n−2σPσ(u), (1.1)

where

Pσ =
Γ(B + 1

2 + σ)

Γ(B + 1
2 − σ)

, B =

√
−∆gSn +

(
n− 1

2

)2

,

Γ is the Gamma function and ∆gSn is the Laplace–Beltrami operator of (Sn, gSn).
The conformal fractional operator Pσ can be considered as the pull back operator
of the fractional Laplacian (−∆)σ on Rn via the stereographic projection.
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The prescribed σ-curvature problem on the sphere Sn can be described by
the following question: For which function K : Sn → R, there exists a conformal
metric g ∈ [gSn ] such that the associated σ-curvature function Rσg is equal to K?
According to (1.1), the problem is equivalent to solving the following fractional
Nirenberg equation

Pσu = c(n, σ)Ku
n+2σ
n−2σ , u > 0 on Sn, (1.2)

where c(n, σ) =
Γ(n

2
+σ)

Γ(n
2
−σ) .

Equation (1.2) and related fractional problems have been the target of inves-
tigations during the last several years because they have proved to be of great
importance in geometry, analysis and physics (see [1, 2, 9, 10, 15, 16, 19, 22–25, 28]
and the references therein).

In general, equation (1.2) may have no solution. Besides the necessary condi-
tion that the function K has to be positive somewhere, there is a Kazdan–Warner
type obstruction found in [17]: if u solves (1.2), then∫

Sn
〈∇gSnK,∇gSn ξ〉u

2n
n−2σ dξ = 0.

This identity gives rise to many examples of function K for which (1.2) has no
solution, see [17].

There have been many studies devoted to the existence results trying to un-
derstand under what conditions equation (1.2) is solvable. See, for example, the
works of [1, 13, 26] under a “non-degeneracy” condition on K, [2, 17, 18] under a
suitable “β-flatness” condition on K and [12,20] for K = 1.

This paper is a continuation of the work of [2]. Therefore, throughout this
paper, we assume that K satisfies the following β-flatness hypothesis:

(f)β: K : Sn → R, n ≥ 2 is a C1-positive function such that near each of its
critical point y there exists a real number β = β(y) ∈ (1, n− 2σ] such that
system centered at y in some geodesic normal coordinates and the following
expansion holds

K(x) = K(y) +
n∑
k=1

bk|(x− y)k|β +R(x− y),

where bk = bk(y) 6= 0 for all k = 1, . . . , n,
∑n

k=1 bk(y) 6= 0, and

[β]∑
s=0

|∇sR(x− y)||x− y|s−β = o(1) as x tends to y.

We point out that problem (1.2) was first addressed in [17] and [18] under the
above (f)β condition. In these two seminal papers, Jin, Li, and Xiong where able
to obtain an a priori restriction for solutions and derive an index-counting criteria
for existence of solutions when the flatness order β = β(y) lies in (n − 2σ, n) at
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any critical point y of K. Their approach is based on tricky variational tools and
blow up subcritical approximations. Later in [2], the authors studied problem
(1.2) under (f)β condition when the flatness order β = β(y) lies in (1, n− 2σ] at
any critical point y of K. The situation is different in this case. More precisely,
when β(y) ∈ (n − 2σ, n) at any critical point y of K, a sequence of subcritical
solutions cannot blow up at more than one point (see [17,18]). However, if β(y) ∈
(1, n − 2σ] at any critical point y of K, there could be blow up at many points.
The complete description of the critical points at infinity (blow up points) in the
later case with the related index-counting criteria of the existence of solutions
were given in [2]. The method of [2] is based on the critical points at infinity of
A. Bahri [4, 5].

The purpose of the present paper is to study equation (1.2) when the pre-
scribed function K is flat near its critical points for an order β ∈ (1, n). We
are then mainly interested in the statement when the function K admits critical
points of flatness order in (1, n − 2σ] and others of flatness order in (n − 2σ, n).
This leads to a new interesting phenomenon drastically different from the pre-
vious ones. Indeed, when studying the lack of compactness of the problem and
trying to identify the location of the critical points at infinity of the associated
variational structure, it turn out that the mutual interaction among two different
bubbles (solutions of (1.2) when K = 1 on Sn), dominates the self interaction of
the bubbles if β(y) ∈ (n− 2σ, n) for any critical points y of K. If β(y) ∈ (1, n−
2σ) for any critical points y of K, the reverse phenomenon happens. While if
β(y) = n− 2σ for any critical points y of K, we have a phenomenon of balance.

Now if β varies in (1, n), particularly if we single out two bubbles at two
critical points yi and yj of K with β(yi) ∈ (1, n − 2σ] and β(yj) ∈ (n − 2σ, n),
the above three phenomena may occur, and each phenomenon (as we will see in
Section 3 of this paper) will be related to the sign of

β(yi) + β(yj)− 2
β(yi)β(yj)

n− 2σ
.

We first recall the existence results of [2, 17,18]. Let

K = {y ∈ Sn | ∇gSnK(y) = 0},

K+ =

{
y ∈ K | −

n∑
k=1

bk(y) > 0

}
,

K≤n−2σ = {y ∈ K | β(y) ∈ (1, n− 2σ]}
K>n−2σ = {y ∈ K | β(y) ∈ (n− 2σ, n)}.

For each p-tuple τp = (y1, . . . , yp), p ≥ 1, of distinct critical points of K such
that β(yi) = n − 2σ for all i = 1, . . . , p, we associate a p × p symmetric matrix
M(τp) = (mij)1≤i 6=j≤p by denoting

mii = m(yi, yi) =
n− 2σ

2
ci
−
∑n

k=1 bk(yi)

K(yi)
n
2σ

, 1 ≤ i ≤ p,
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mij = m(yi, yj) = c̃2
n−2σ

2
G(yi, yj)(

K(yi)K(yj)
)n−2σ

4σ

, 1 ≤ i 6= j ≤ p,

where

G(yi, yj) =
1

(1− cos d(yi, yj))
n−2σ

2

,

ci = c
2n

n−2σ

0

∫
Rn

|x1|β(yi)

(1 + |x|2)n
dx, c̃ = c

2n
n−2σ

0

∫
Rn

dx

(1 + |x|2)
n+2σ

2

.

Here x1 is the first component of x in the geodesic normal coordinate system,
and c0 is a fixed positive constant defined in Section 2.

(H1) Assume that the first eigenvalue ρ(τp) of M(τp) is different to zero for any
M(τp).

Let C∞≤n−2σ be the set of τp = (y1, . . . , yp) ∈
(
K≤n−2σ ∩ K+

)p
such that yi 6=

yj for all 1 ≤ i 6= j ≤ p and ρ(yi1 , . . . , yiq) > 0 for yi1 , . . . , yiq satisfying β(yij ) =
n− 2σ, p ≥ 1. For any y ∈ K, let

ĩ(y) = ]{bk(y), 1 ≤ k ≤ n, bk(y) < 0}.

Theorem 1.1 ([17, 18]). Assume that K satisfies (f)β-condition, β ∈ (n −
2σ, n). If ∑

y∈K>n−2σ∩K+

(−1)n−ĩ(y) 6= 1,

then (1.2) has a solution.

For any τp = (y1, . . . , yp) ∈ Kp, p ≥ 1, we set

ĩ(τp) = p− 1 +

p∑
j=1

n− ĩ(yj).

Theorem 1.2 ([2]). Assume that K satisfies (H1) and (f)β-condition, β ∈
(1, n− 2σ]. If ∑

τp∈C∞≤n−2σ

(−1)̃i(τp) 6= 1,

then (1.2) has a solution.

We are now in position to state our main theorem. Let y ∈ K>n−2σ. We
denote

By =

{
q ∈ K≤n−2σ | β(y) + β(q)− 2

β(y)β(q)

n− 2σ
= 0

}
.

(H2) We assume that for any τp = (q1, . . . , qs) ∈ (By)
s, 1 ≤ s ≤ ]By such that

qi 6= qj for all 1 ≤ i 6= j ≤ s, we have
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s∑
i=1

ciβ(qi)

n

|
∑n

k=1 bk(qi)|
K(qi)

1+n−2σ
n

 nc̃12
n−2σ

2 K(qi)
1+n−2σ

2 G(qi, y)

β(qi)ci
(
K(qi)K(y)

)n−2σ
4 |

∑n
k=1 bk(qi)|


2β(y)
n−2σ

+
c(y)β(y)

∑n
k=1 bk(y)

nK(y)1+n−2σ
2

6= 0,

where c(y) =
∫
Rn

|x1|β(y)
(1+|x|2)n

dx.

We point out that an assumption like (H2) was used for the scalar curvature
problem on Sn as a standard assumption to guarantee the existence of solution
(see [11, Theorem 10.3] and [14]).

Set

C∞ =

{
(y, τp) | y ∈ (K>n−2σ ∩ K+), τp = (z1, . . . , zp) ∈ C∞≤n−2σ,

β(y) + β(zi)− 2
β(y)β(zi)

n− 2σ
> 0, 1 ≤ i ≤ p

}
.

We shall prove the following theorem.

Theorem 1.3. Assume that K satisfies (H1), (H2), and (f)β-condition,
β ∈ (1, n). If∑

y∈(K>n−2σ∩K+)

(−1)n−ĩ(y) +
∑

τp∈C∞≤n−2σ

(−1)̃i(τp) +
∑

(y,τp)∈C∞
(−1)̃i(y,τp) 6= 1,

then (1.2) has a solution.

In the next section, we state some preliminary results. In Section 3 we describe
the lack of compactness of the problem by identifying the location of all the critical
points at infinity of the associated variational functional. Finally, in Section 4 we
prove our existence theorem.

2. Preliminaries

Problem (1.2) has a variational structure. The variational space is Hσ(Sn).
It is the Sobolev space defined by the closer of C∞(Sn) by the norm

‖u‖ =

(∫
Sn
Pσuu dvgSn

) 1
2

.

The variational functional associated to (1.2) is

J(u) =
‖u‖2(∫

Sn Ku
2n

n−2σ dvgSn
)n−2σ

n

, u ∈ Hσ(Sn).

Let
Σ = {u ∈ Hσ(Sn) | ‖u‖ = 1} and Σ+ = {u ∈ Σ, u ≥ 0}.
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Up to a multiplicative constant, a solution of (1.2) is a critical point of J subjected

to the constraint u ∈ Σ+. Since the Sobolev embedding H(Sn) ↪→ L
2n

n−2σ (Sn) is
not compact, the functional J does not satisfy the Palais–Smale condition. In
order to describe the sequences which violate the Palais–Smale condition, we first
recall the classification result of the solution of (1.2) when K = 1 on Sn.

For any a ∈ Sn and λ > 0, let

δ(a,λ)(x) = c0

(
λ

λ2 + 1 + (1− λ2) cos d(a, x)

)n−2σ
2

, x ∈ Sn,

where d is the distance induced by the standard metric gSn and c0 is a fixed
constant chosen so that δ(a,λ) solves

Pσu = u
n+2σ
n−2σ , u > 0 on Sn

(see [12, 20]). Let p ∈ N∗ and u =
∑p

i=1 αiδ(ai,λi) + v ∈ Hσ(Sn), αi > 0, λi >
0, ai ∈ Sn for all i = 1, . . . , p. We say that v ∈(V0) if v satisfies the following
assumption

(V0) 〈v, ϕ〉 = 0 for ϕ ∈
{
δ(ai,λi),

∂δ(ai,λi)

∂λi
,
∂δ(ai,λi)

∂ai
, i = 1, . . . , p

}
.

Here 〈·, ·〉 denotes the inner product of Hσ(Sn) defined by

〈u,w〉 =

∫
Sn
Pσuw dvgSn .

Let p ∈ N∗ and ε > 0. Let V (p, ε) be the set of u ∈ Σ such that there exist
λ1, . . . , λp > ε−1 and α1, . . . , αp > 0 that

u =

p∑
i=1

αiδ(ai,λi) + v,

where ‖v‖ < ε, v ∈ (V0), |J(u)
n

n−2σα
4

n−2σ

i K(ai)− 1| < ε for all i = 1, . . . , p and

εij :=

(
λi
λj

+
λj
λi

+ λiλjd(ai, aj)
2

)σ2−n
2

< ε for all 1 ≤ i 6= j ≤ p.

Proposition 2.1 ([21, 27]). Let (uk)k be a sequence in Σ+ such that J(uk)
is bounded and ∂J(uk) tends to zero. If (uk)k has no convergent subsequence in
Σ+, then there exist an integer p ∈ N∗, a sequence (εk) > 0 as εk → 0 and a
subsequence of (uk)k denoted again (uk)k such that uk ∈ V (p, εk) for all k ∈ N.

The following Morse Lemma completely gets rid of the v-contributions.

Proposition 2.2 ([5,6]). There exists a C1-map associating v̄ = v̄(α, a, λ) to
each (αi, ai, λi) such that

∑p
i=1 αiδ(ai,λi) ∈ V (p, ε), where v̄ is unique and satisfies

J

(
p∑
i=1

αiδ(ai,λi) + v̄

)
= min

v∈(V0)
J

(
p∑
i=1

αiδ(ai,λi) + v

)
.
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Moreover, there exists a change of variables v − v̄ → V such that

J

(
p∑
i=1

αiδ(ai,λi) + v

)
= J

(
p∑
i=1

αiδ(ai,λi) + v̄

)
+ ‖V ‖2.

Furthermore, under (f)β-condition, 1 < β < n, there exists c > 0 such that the
following estimate holds:

‖v̄‖ ≤ c
p∑
i=1

(
1

λ
n
2
i

+
1

λβi
+
|∇K(ai)|

λi
+

(log λi)
n+2σ
2n

λ
n+2σ

2
i

)

+ c


∑

k 6=r ε
n+2σ

2(n−2σ)

kr (log ε−1
kr )

n+2σ
2n if n ≥ 6σ,∑

k 6=r εkr(log ε−1
kr )

n−2σ
n if n < 6σ.

We now state the definition of a critical point at infinity.

Definition 2.3 ([4]). A critical point at infinity of J is a limit of a non-
compact flow line u(s) of the equation

u̇(s) = −∂J(u(s)), u(0) = u0 ∈ Σ+.

If we assume that (1.2) has no solution, according to Propositions 2.1 there exist
p ∈ N∗ and a positive function ε(s) which tends to zero as s tends to +∞ such
that

u(s) =

p∑
i=1

αi(s)δ(ai(s),λi(s)) + v(s) ∈ V (p, ε(s)) if s is large.

Setting α̃i = limαi(s) and ãi = lim ai(s), we denote a critical point at infinity by

p∑
i=1

α̃iδ(ãi,∞) or (ã1, . . . , ãp)∞.

The following two results rule out the existence of critical points at infinity
of J in V (p, ε) \ Vδ(p, ε), where δ is a small positive constant which depends only
on K and

Vδ(p, ε) =

{
u =

p∑
i=1

αiδ(ai,λi) + v ∈ V (p, ε) |

∀i = 1, . . . , p ∃yi ∈ K ∀1 ≤ i 6= j ≤ p
(
λi|ai − yi| < δ and yi 6= yj

)}
.

Proposition 2.4. Assume that K satisfies (f)β-condition, β ∈ (1, n). Let

β = max{β(y), y ∈ K}.

There exists a bounded pseudo-gradient W0 in V (p, ε) \ Vδ(p, ε), p ≥ 1, and a
positive constant c independent of

u =

p∑
i=1

αiδ(ai,λi) ∈ V (p, ε) \ Vδ(p, ε)

such that
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(i) 〈∂J(u),W0(u)〉 ≤ −c

 p∑
i=1

(
1

λβi
+
|∇K(ai)|

λi

)
+
∑
j 6=i

εij

 .

(ii)

〈
∂J(u+ v̄),W0(u) +

∂v̄

∂(αi, ai, λi)
(W0(u))

〉
≤ −c

( p∑
i=1

( 1

λβi
+
|∇K(ai)|

λi

)
+
∑
j 6=i

εij

)
.

(iii) Along any flow line

u(s) =

p∑
i=1

αi(s)δ(ai(s),λi(s)) of W0,

max1≤i≤p λi(s) is bounded as long as u(s) remains in V (p, ε) \ Vδ(p, ε).

Proof. The construction of W0 proceeds exactly as the one of [2]. More
precisely, see the construction in the regions V 3

1 (p, ε) and V 4
1 (p, ε) in [2, pp.

1300–1304].

The above-mentioned result shows that no concentration phenomenon hap-
pens in V (p, ε)\Vδ(p, ε), since any flow line of W0 remains in a compact set. This
allows us to derive the following corollary.

Corollary 2.5. There is no critical points at infinity of J in V (p, ε)\Vδ(p, ε),
p ≥ 1.

The aim of the next section is the characterization of the critical points at
infinity of J when the flatness order β(y) varies in (1, n) for any y ∈ K. According
to the corollary mentioned above, we are only interested to characterize these
critical points in Vδ(p, ε), p ≥ 1.

3. Critical points at infinity

In this section we construct a decreasing pseudo-gradient of J in Vδ(p, ε), p ≥
1, for which the Palais–Smale condition is satisfied along its flow lines as long as
these flow lines do not enter in neighborhood of critical points yi, i = 1, . . . , p,
such that (y1, . . . , yp) ∈ (K>n−2σ ∩ K+) ∪ C∞≤n−2σ ∪ C∞. Namely, we shall prove
the following main result.

Theorem 3.1. Let β = max{β(y), y ∈ K}. Under assumptions (H1), (H2),
and (f)β, β ∈ (1, n), there exist a bounded pseudo-gradient W in Vδ(p, ε), p ≥ 1,
and a fixed positive constant c such that for any

u =

p∑
i=1

αiδ(ai,λi) ∈ Vδ(p, ε),

the following assertions hold:
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(i) 〈∂J(u),W (u)〉 ≤ −c

 p∑
i=1

(
1

λβi
+
|∇K(ai)|

λi

)
+
∑
j 6=i

εij

 .

(ii)

〈
∂J(u+ v̄),W (u) +

∂v̄

∂(αi, ai, λi)
(W (u))

〉
≤ −c

 p∑
i=1

(
1

λβi
+
|∇K(ai)|

λi

)
+
∑
j 6=i

εij

 .

(iii) All the component λi(s), i = 1, . . . , p, of the flow line

u(s) =

p∑
i=1

αi(s)δ(ai(s),λi(s))

remain bounded as long as u(s) is out side a small neighborhood N (p, ε) of∑p
i=1 δ(yi,∞)/K(yi)

n−2σ
2 , where (y1, . . . , yp) ∈ (K>n−2σ ∩K+)∪C∞≤n−2σ ∪C∞.

However, if u(s) enter N (p, ε), all concentration λi(s), i = 1, . . . , p tend
to ∞.

Before giving the proof of Theorem 3.1, we state the following result which is
an immediate corollary of Theorem 3.1.

Corollary 3.2. Let K be a positive function satisfying (H1), (H2), and
(f)β, β ∈ (1, n). If (1.2) has no solution then the only critical points at infinity
of J are

p∑
i=1

δ(yi,∞)

K(yi)
n−2σ

2

, where (y1, . . . , yp) ∈ (K>n−2σ ∩ K+) ∪ C∞≤n−2σ ∪ C∞.

We recall, in [2, Theorem 3.1] and [3, Proposition 2.5], the authors studied
the subject of Theorem 3.1 and provided the description of the critical points at
infinity of J when the flatness order β(y) ∈ (1, n− 2σ] for any y ∈ K and β(y) ∈
(n− 2σ, n) for any y ∈ K respectively. In these two paper it is proved that

Proposition 3.3 ([2]). Assume that β(y) ∈ (1, n−2σ] for any y ∈ K. Under
assumption (H1), there exists a bounded pseudo-gradient W1 in V (p, ε), p ≥ 1,
satisfying (i), (ii), and (iii) of Theorem 3.1, where (K>n−2σ ∩K+)∪C∞≤n−2σ ∪C∞
is replaced by C∞≤n−2σ in (iii).

Proposition 3.4 ([3]). Assume that β(y) ∈ (n−2σ, n) for any y ∈ K. There
exists a bounded pseudo-gradient W2 in V (p, ε), p ≥ 1, satisfying (i), (ii), and
(iii) of Theorem 3.1, where (K>n−2σ∩K+)∪C∞≤n−2σ∪C∞ is replaced by K>n−2σ∩
K+ in (iii).

We now state the proof of Theorem 3.1.
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Proof of Theorem 3.1. Let

u =

p∑
i=1

αiδ(ai,λi) ∈ Vδ(p, ε), p ≥ 1.

For any i = 1, . . . , p there exists yi ∈ K such that λi|ai − yi| < δ and yi 6= yj for
all 1 ≤ i 6= j ≤ p. According to two above-mentioned results, we only consider
here the situation where u is expressed as follows

u =

q∑
i=1

αiδ(ai,λi) +

p∑
i=q+1

αiδ(ai,λi) = u1 + u2, 1 ≤ q < p,

where β(yi) ∈ (1, n − 2σ] for all i = 1, . . . , q and β(yi) ∈ (n − 2σ, n), for all i =
q + 1, . . . , p.

The construction of the required pseudo-gradient W (u) will depend on the fol-
lowing three statements. In each statement, we construct an appropriate pseudo-
gradient Vi satisfying the requirements of Theorem 3.1 and the global pseudo-
gradient W in Vδ(p, ε) will be a convex combination of Vi, i = 1, 2, 3.

In the next reasoning we denote βi instead of β(yi) for each i.
Statement 1:

u1 =

p−1∑
i=1

αiδ(ai,λi) and u2 = αpδ(ap,λp) with βi + βp − 2
βiβp
n− 2σ

> 0, 1 ≤ i ≤ p− 1.

For any i = 1, . . . , p− 1, we claim the following

εip = o

(
1

λβii

)
+ o

(
1

λ
βp
p

)
if ε is small. (3.1)

Indeed, let γ be a small positive constant. We have

εip ∼
1

(λiλp)
n−2σ

2

, i = 1, . . . , p− 1.

If λ
n−2σ

2
i ≥ 1

γλ
βp−n−2σ

2
p , then εip ≤ γ 1

λ
βp
p

= o

(
1

λ
βp
p

)
if γ is small. If λ

n−2σ
2

i ≤

1
γλ

βp−n−2σ
2

p , then βp will be strictly larger than n−2σ
2 since λi > ε−1 and ε is

arbitrary small. Thus,

λ
n−2σ

2βp−(n−2σ)

i ≤ 1

γ
2

2βp−(n−2σ)

λp.

Therefore,
1

λ
n−2σ

2
p

≤ 1

γ
n−2σ

2βp−(n−2σ)

1

λ
n−2σ

2
n−2σ

2βp−(n−2σ)

i

.

Consequently,

εip ≤
1

γ
n−2σ

2βp−(n−2σ)

1

λ
n−2σ

2
(1+ n−2σ

2βp−(n−2σ)
)

i

.
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Using the fact that βi + βp − 2
βiβp
n−2σ > 0, we derive that

n− 2σ

2
(1 +

n− 2σ

2βp − (n− 2σ)
) > βi

and therefore εip = o

(
1

λ
βi
i

)
for ε small. Claim (3.1) is then valid.

The construction of the required pseudo-gradient V1 in this statement depends
to the two following three cases.

Case 1.1: (y1, . . . , yp−1) ∈ C∞≤n−2σ and yp ∈ (K>n−2σ ∩ K+). In this case, we

set V 1
1 (u) = W1(u1)+W2(u2) where W1 and W2 are the pseudo-gradients defined

in Propositions 3.3 and 3.4 respectively. From the estimate (i) of Proposition 3.3
we have

〈∂J(u),W1(u1)〉 ≤ −c

p−1∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+

∑
1≤i 6=j≤p−1

εij

+

p−1∑
i=1

O (εip) .

In addition, from the estimate (i) of Proposition 3.4, we have

〈∂J(u),W2(u2)〉 ≤ −c

(
1

λ
βp
p

+
|∇K(ap)|

λp

)
+

p−1∑
i=1

O (εip) .

Using claim (3.1), we obtain

〈∂J(u), V 1
1 (u)〉 ≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
j 6=i

εij

 .

The properties of W1 and W2 in Propositions 3.3 and 3.4 show that a concen-
tration phenomenon happens in this case in the sense that all components λi(s),
i = 1, . . . , p, tend to +∞ as s tends to +∞ along the flow lines of V 1

1 .
Case 1.2: yp 6∈ (K>n−2σ ∩ K+). We use W2(u2) which is the pseudo-gradient

defined in Proposition 3.4. In this case W2(u2) satisfies the Palais–Smale con-
dition on its flow lines in the sense that λp(s) remains bounded along u2(s) =
αp(s)δ(ap(s),λp(s)). Moreover, by estimate (i) of Proposition 3.4 we have

〈∂J(u),W2(u2)〉 ≤ −c

(
1

λ
βp
p

+ +
|∇K(ap)|

λp

)
+

p−1∑
i=1

O(εip).

Using claim (3.1), we obtain

〈∂J(u),W2(u2)〉 ≤ −c

(
1

λ
βp
p

+ +
|∇K(ap)|

λp

)
+

p−1∑
i=1

o

(
1

λβii

)
.

Let

I =

{
i | 1 ≤ i ≤ p and λβii ≥

1

2
λ
βp
p

}
.
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From the above inequality, we get

〈∂J(u),W2(u2)〉 ≤ −c

(∑
i∈I

1

λβii
+ +
|∇K(ap)|

λp

)
+
∑
i 6∈I

o

(
1

λβii

)
.

Observe that under (f)β-condition, we have

|∇K(ai)| ∼ |ai − yi|βi−1, i = 1, . . . , p.

Using the fact that λi|ai − yi| ≤ δ, we get

|∇K(ai)|
λi

≤ cδ

λβii
, i = 1, . . . , p.

We then have

〈∂J(u),W2(u2)〉 ≤ −c
∑
i∈I

(
1

λβii
+ +
|∇K(ai)|

λi

)
+
∑
i 6∈I

o

(
1

λβii

)
.

For any i = 1, . . . , p, we set

Zi(u) = αiλi
∂δi
∂λi

.

Using the estimate (iii) of Proposition A1 of [2], we have

〈∂J(u), Zi(u)〉 = 2J(u)

n− 2σ

2n
βici

α2
i

K(ai)

∑n
k=1 bk(yi)

λβii
− c̃

∑
j 6=i

αiαjλi
∂εij
∂λi


+

p∑
j=1

o

(
1

λ
βj
j

)
+
∑
j 6=i

o(εij), (3.2)

where

ci = c
2n

n−2σ

0

∫
Rn

|x1|βi
(1 + |x|2)n

dx

c̃ = c
2n

n−2σ

0

∫
Rn

dx

(1 + |x|2)
n+2σ

2

.

Using the fact that

λi
∂εij
∂λi
≤ −cεij , 1 ≤ i 6= j ≤ p,

we obtain from (3.2).〈
∂J(u),−

∑
i∈I

Zi(u)

〉
≤ −c

∑
i∈I,j 6=i

εij +
∑
i∈I

O

(
1

λβii

)
+
∑
i 6∈I

o

(
1

λβii

)
(3.3)
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Therefore, for m > 0 being small enough, we get〈
∂J(u),W2(u2)−m

∑
i∈I

Zi(u)

〉
≤ −c

∑
i∈I

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
j 6=i

εij


+
∑
i 6∈I

o

(
1

λβii

)
.

Let J1 = {1, . . . , p} \ I and let û1 =
∑

i∈J1 αiδ(ai,λi). For any i ∈ J1, βi ≤ n− 2σ.
Thus, by using the pseudo-gradient W1 of Proposition 3.3, we have

〈∂J(u),W1(û1)〉 ≤ −c

∑
i∈J1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑

i 6=j∈J1

εij

+
∑

i∈J1,j∈I
O (εij) .

Let m′ > 0 be small enough and let

V 2
1 (u) = W2(u2)−m

∑
i∈I

Zi(u) +m′W1(û1).

These above two inequalities yield

〈∂J(u), V 2
1 (u)〉 ≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
i 6=j

εij

 .

By construction, V 2
1 satisfies the Palais–Smale condition on its flow lines, since

under the action W1(û1), all the concentration λi, i ∈ J1 satisfies λβii < 1
2λ

βp
p and

λp does not move.

Case 1.3: (y1, . . . , yp−1) 6∈ C∞≤n−2σ. In this case W1(u1) defined in Proposition
3.3 satisfies the Palais–Smale condition on its flow lines in the sense that the
max1≤i≤p−1 λi(s) remains bounded along u1(s) =

∑p−1
i=1 αi(s)δ(ai(s),λi(s)). More-

over, it satisfies

〈∂J(u),W1(u1)〉 ≤ −c

p−1∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+

∑
1≤i 6=j≤p−1

εij

+

p−1∑
i=1

O(εip)

≤ −c

p−1∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+

∑
1≤i 6=j≤p−1

εij

+ o

(
1

λ
βp
p

)
. (3.4)

If λ
βp
p > 1

2λ
β1
1 , we set V 3

1 (u) = W1(u1). From the above inequality and claim
(3.1), we have

〈∂J(u), V 3
1 (u)〉 ≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
i 6=j

εij

 .
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If λ
βp
p < 1

2λ
β1
1 , we set Z(u) = (−

∑n
k=1 bk(yp))Zp(u). Observe that Z(u) satis-

fies the Palais–Smale condition, since λ1 does not move under the action of Z.
Moreover, by the expansion (3.2), we have

〈∂J(u), Z(u)〉 ≤ − c

λ
βp
p

+

p−1∑
i=1

O(εip) ≤ −
c

λ
βp
p

+

p−1∑
i=1

o

(
1

λβii

)
. (3.5)

In this situation, we set V 3
1 (u) = Z(u) +W1(u1). From (3.4) (3.5), we have

〈∂J(u), V 3
1 (u)〉 ≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
i 6=j

εij

 .

This conclude the construction of the required pseudo-gradient V1 in this first
statement. It is defined by a convex combination of V 1

1 , V
2

1 and V 3
1 .

Statement 2:

u1 =

p−1∑
i=1

αiδ(ai,λi) and u2 = αpδ(ap,λp) with βi + βp − 2
βiβp
n− 2σ

≥ 0, 1 ≤ i ≤ p− 1

and there exists at least i0 ∈ {1, . . . , p− 1} such that βi0 + βp − 2
βi0βp
n− 2σ

= 0.

Setting

Ap =

{
i | 1 ≤ i ≤ p− 1 and βi + βp − 2

βiβp
n− 2σ

= 0

}
.

It is easy to verify that n−2σ
2 < βi for all i ∈ Ap. We introduce the following

Lemma.

Lemma 3.5. Under assumption (H2), there exists a bounded pseudo-gradient
Y1(u) satisfying

〈∂J(u), Y1(u)〉 ≤ −c
∑
i∈Ap

(
1

λβii
+ εip

)
+
∑
i 6∈Ap

o

(
1

λβii

)
.

Moreover, max1≤i≤p λi(s) remains bounded along the associated flow-lines

u(s) =

p∑
i=1

αi(s) δ(ai(s),λi(s)).

Proof. For any 1 ≤ i 6= j ≤ p, we have

εij =

(
2

(1− cos d(ai, aj))λiλj

)n−2σ
2

(1 + o(1)) = 2
n−2σ

2
G(yi, yj)

(λiλj)
n−2σ

2

(
1 + o(1)

)
Thus,

λi
∂εij
∂λi

= −n− 2σ

2
2
n−2σ

2
G(yi, yj)

(λiλj)
n−2σ

2

(
1 + o(1)

)
.
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Estimate (3.2) is then reduced to

〈∂J(u), Zi(u)〉 = (n− 2σ)J(u)

2
n−2σ

2 c̃
∑
j 6=i

αiαj2
n−2
2

G(yi, yj)

(λiλj)
n−2σ

2

+ α2
i

ciβi
nK(yi)

∑n
k=1 bk(yi)

λβii

)
+

p∑
j=1

o

(
1

λ
βj
j

)
+ o

∑
j 6=i

εij

 , i = 1, . . . , p.

Using the fact that α
4

n−2σ

i J(u)
n

n−2σK(ai) = 1 + o(1), we get

αiαj =
1(

K(ai)K(aj)
)n−2σ

4

J(u)
−n
2 (1 + o(1))

α2
i =

1

K(ai)
n−2σ

2

J(u)
−n
2 (1 + o(1)).

Therefore,

〈∂J(u),Zi(u)〉 = (n− 2σ)J(u)1−n
2

2
n−2σ

2 c̃
∑
j 6=i

G(yi, yj)

(K(yi)K(yj))
n−2σ

4

1

(λiλj)
n−2σ

2

+
βici

nK(yi)
1+n−2σ

2

∑n
k=1 bk(yi)

λβii

+

p∑
j=1

o

(
1

λβii

)
+ o

∑
j 6=i

εij

 . (3.6)

Let γ0 be a fixed positive constant small enough and let

Iγ0 =

i ∈ Ap | 2
n−2σ

2 c̃(
K(yi)K(yj)

)n−2σ
4

G(yi, yj)

(λiλj)
n−2σ

2

< (1− γ0)
βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
λβii

}
.

The proof of Lemma 3.5 depends on the following two cases.

Case 1: Iγ0 6= ∅. In this case, we move each λi, i ∈ Iγ0 , according to the
following differential equation

λ̇i =

(
−

n∑
k=1

bk(yi)

)
λi.

The corresponding vector field is

Xi(u) =

(
−

n∑
k=1

bk(yi)

)
Zi(u).
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Observe that Xi, i ∈ Iγ0 satisfies the Palais–Smale condition along its flow lines,

since for any i ∈ Iγ0 we have λ
βi−n−2σ

2
i ≤ Mλ

n−2σ
2

p , where M is a fixed positive
constant and λp does not move under the action of Xi. Using estimate (3.6), we
have

〈∂J(u), Xi(u)〉 = (n− 2σ)J(u)1−n
2

(
− βici

nK(yi)
1+n−2σ

2

(
∑n

k=1 bk(yi))
2

λβii

− 2
n−2σ

2 c̃
∑
j 6=i

(
∑n

k=1 bk(yi))

(K(yi)K(yj))
n−2σ

4

G(yi, yj)

(λiλj)
n−2σ

2

+

p∑
j=1

o

(
1

λ
βj
j

)
+ o

∑
j 6=i

εij

 .

In our statement, we have

βi + βp − 2
βiβp
n− 2σ

≥ 0, i = 1, . . . , p− 1.

This implies that βi < n− 2σ for all i = 1, . . . , p− 1 and therefore

εij = o

(
1

λβii

)
+ o

(
1

λ
βj
j

)
, as ε→ 0, i, j = 1, . . . , p− 1, i 6= j. (3.7)

Thus for any i ∈ Iγ0 , the following assertion holds

〈∂J(u), Xi(u)〉 = (n− 2σ)J(u)1−n
2

(
− βici

nK(yi)
1+n−2σ

2

(
∑n

k=1 bk(yi))
2

λβii

− 2
n−2σ

2 c̃
n∑
i=1

|
∑n

k=1 bk(yi)|
(K(yi)K(yp))

n−2σ
4

G(yi, yp)

(λiλp)
n−2σ

2

)
+

p∑
j=1

o

(
1

λ
βj
j

)
.

If (
∑n

k=1 bk(yi)) < 0, then from the above inequality, we obtain

〈∂J(u), Xi(u)〉 ≤ −c

(
1

λβii
+ εip

)
+
∑
j 6=i

o

(
1

λ
βj
j

)
≤ −c
λβii

+
∑
j 6=i

o

(
1

λ
βj
j

)
. (3.8)

If (
∑n

k=1 bk(yi)) > 0, using the fact that i ∈ Iγ0 , we obtain

〈∂J(u), Xi(u)〉 ≤ (n− 2σ)J(u)1−n
2

− βici

nK(yi)
1+n−2σ

2

(
∑n

k=1 bk(yi))
2

λβii

− (1− γ0)
βici

nK(yi)
1+n−2σ

2

∑
j 6=i

(
∑n

k=1 bk(yi))
2

λβii


+
∑
j 6=i

o

(
1

λ
βj
j

)
≤ −c
λβii

+
∑
j 6=i

o

(
1

λ
βj
j

)
. (3.9)
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Then (3.8) and (3.9) imply that〈
∂J(u),

∑
i∈Iγ0

Xi(u)

〉
≤ −c

∑
i∈Iγ0

1

λβii
+
∑
j 6∈Iγ0

o

(
1

λ
βj
j

)
. (3.10)

For the indices i ∈ Ap \ Iγ0 , we have

2
n−2σ

2 c̃

(K(yi)K(yj))
n−2σ

4

G(yi, yj)

(λiλj)
n−2σ

2

≥ (1− γ0)
βici

nK(yi)
1+n−2σ

2

∑n
k=1 bk(yi)

λβii
.

This implies that

λ
βi−n−2σ

2
i ≥ m1λ

n−2σ
2

p , i ∈ Ap \ Iγ0 ,

where m1 is a fixed positive constant. Now let i0 ∈ Iγ0 . We have

λ
n−2σ

2
p ≥ 1

M
λ
βi0−

n−2σ
2

i0
.

It follows that
λi ≥ m′λi0 , i ∈ Ap \ Iγ0 , (3.11)

since βi = βi0 for all i ∈ Ap. Here m′ is a fixed positive constant. Using (3.10)
and (3.11), we obtain〈

∂J(u),
∑
i∈Iγ0

Xi(u)

〉
≤ −c

∑
i∈Ap

1

λβii
+
∑
j 6∈Ap

o

(
1

λ
βj
j

)
. (3.12)

Moreover, as in estimate (3.3), we have〈
∂J(u),−

∑
i∈Ap

Zi(u)

〉
≤ −c

∑
i∈Ap,j 6=i

εij+
∑
i∈Ap

O

(
1

λ
βj
j

)
+
∑
i 6∈Ap

o

(
1

λ
βj
j

)
. (3.13)

Let in this case
Y1(u) =

∑
i∈Iγ0

Xi(u)−m
∑
i∈Ap

Zi(u),

where m is a small positive constant. From (3.12) and (3.13), we have

〈∂J(u), Y1(u)〉 ≤ −c
∑
i∈Ap

 1

λβii
+
∑
j 6=i

εij

+
∑
j 6∈Ap

o

(
1

λ
βj
j

)

≤ −c
∑
i∈Ap

(
1

λβii
+ εip

)
+
∑
j 6∈Ap

o

(
1

λ
βj
j

)
.

This conclude the proof of Lemma 3.5 in this case.
Case 2: Iγ0 = ∅. It follows that for any i ∈ Ap, we have

2
n−2σ

2 c̃

(K(yi)K(yp))
n−2σ

4

G(yi, yp)

(λiλp)
n−2σ

2

≥ (1− γ0)
βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
λβii

.
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Let

I =

i ∈ Ap | (1− 2γ0)
βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
λβii

<
2
n−2σ

2 c̃(
K(yi)K(yp)

)n−2σ
4

and
G(yi, yp)

(λiλp)
n−2σ

2

< (1 + 2γ0)
βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
λβii

}
.

For any i ∈ I, we have

(1− 2γ0)
2βp
n−2σ

Kip

λβii
<

1

λ
βp
p

< (1 + 2γ0)
2βp
n−2σ

Kip

λβii
,

where

Kip =

βici(K(yi)K(yp)
)n−2σ

4 |
∑n

k=1 bk(yi)|
n2

n−2σ
2 c̃K(yi)

1+n−2σ
2 G(yi, yp)


2βp
n−2σ

,

since (βi − n−2σ
2 )

2βp
n−2σ = βi. Moreover, we have

(1 + 2γ0)
−2βp
n−2σ

K−1
ip

λ
βp
p

<
1

λβii
< (1− 2γ0)

−2βp
n−2σ

K−1
ip

λ
βp
p

. (3.14)

Using estimate (3.6), we have

〈∂J(u), Zp(u)〉 = (n− 2σ)J(u)1−n
2

(
βpcp

nK(yp)
1+n−2σ

2

∑n
k=1 bk(yp)

λ
βp
p

+ 2
n−2σ

2 c̃
∑
i 6=p

G(yi, yp)

(K(yi)K(yp))
n−2σ

4

1

(λiλp)
n−2σ

2


+

p∑
j=1

o

(
1

λβii

)
+ o

∑
j 6=p

εjp

 . (3.15)

Observe that for any i 6= p ad i 6∈ Ap, we have

βi + βp −
2βiβp
n− 2σ

> 0.

Therefore, by claim 3.1, we get εip = o
(

1

λ
βi
i

)
+ o
(

1

λ
βp
p

)
, as ε is small. (3.15) is

then reduced to

〈∂J(u), Zp(u)〉 = (n− 2σ)J(u)1−n
2

(
βpcp

nK(yp)
1+n−2σ

2

∑n
k=1 bk(yp)

λ
βp
p

+ 2
n−2σ

2 c̃
∑
i∈Ap

G(yi, yp)

(K(yi)K(yp))
n−2σ

4

1

(λiλp)
n−2σ

2


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+

p∑
j=1

o

(
1

λβii

)
+ o

∑
j∈Ap

εjp


= (n− 2σ)J(u)1−n

2

(
βpcp

nK(yp)
1+n−2σ

2

∑n
k=1 bk(yp)

λ
βp
p

+ 2
n−2σ

2 c̃
∑
i∈I

G(yi, yp)

(K(yi)K(yp))
n−2σ

4

1

(λiλp)
n−2σ

2

)

+

p∑
j∈Ap\I

O (εjp) +

p∑
i=1

o

(
1

λβii

)
+ o

∑
j∈Ap

εjp

 . (3.16)

Using the fact that

(1− 2γ0)
∑
i∈I

βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
λβii

<
∑
i∈I

2
n−2σ

2 c̃(
K(yi)K(yp)

)n−2σ
4

,

G(yi, yp)

(λiλp)
n−2σ

2

< (1 + 2γ0)
∑
i∈I

βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
λβii

,

we get from (3.14) that

L1 < 2
n−2σ

2 c̃
∑
i∈I

1

(K(yi)K(yp))
n−2σ

4

G(yi, yp)

(λiλp)
n−2σ

2

< L2,

where,

L1 =
1− 2γ0

(1 + 2γ0)
2βp
n−2σ

∑
i∈I

βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
Kipλ

βp
p

,

L2 =
1 + 2γ0

(1− 2γ0)
2βp
n−2σ

∑
i∈I

βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
Kipλ

βp
p

.

Thus, from (3.16), we obtain the following two inequalities

L̃1 < 〈∂J(u), Zp(u)〉 < L̃2, (3.17)

where,

L̃1 = (n− 2σ)J(u)1−n
2
βpcp
n

∑n
k=1 bk(yp)

K(yp)
1+n−2σ

2

1− 2γ0

(1 + 20)
2βp
n−2σ

×
∑
i∈I

βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
Kip

1

λ
βp
p

+O

 ∑
i∈Ap\I

εip

+

p∑
j=1

o

(
1

λ
βj
j

)
.

L̃2 = (n− 2σ)J(u)1−n
2
βpcp
n

∑n
k=1 bk(yp)

K(yp)
1+n−2σ

2

1 + 2γ0

(1− 2γ0)
2βp
n−2σ
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×
∑
i∈I

βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
Kip

1

λ
βp
p

+O

 ∑
i∈Ap\I

εip

+

p∑
j=1

o

(
1

λ
βj
j

)
.

Let

S =
∑
i∈I

βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
Kip

.

For γ small enough, the sign of
βpcp
n

∑n
k=1 bk(yp)

K(yp)
1+n−2σ

2

+
1± 2γ0

(1∓ 2γ0)
2βp
n−2σ

S is the sign

of
βpcp
n

∑n
k=1 bk(yp)

K(yp)
1+n−2σ

2

+ S,

which is non zero by assumption (H2). Setting

X(u) = − sign
(βpcp

n

∑n
k=1 bk(yp)

K(yp)
1+n−2σ

2

+ S
)
Zp(u).

Observe that by (3.14), we have λ
βp
p ≤ Mλβii for any i ∈ I where M is a fixed

positive constant which depends only on K. Since λi does not move under the
action of X, the Palais–Smale condition then satisfied along the flow lines of X.
Moreover, by (3.17), we get

〈∂J(u), X(u)〉 ≤ − c

λ
βp
p

+
∑

i∈Ap\I

O(εip) + o

(
p−1∑
i=1

1

λβii

)
.

From (3.14), we have

〈∂J(u), X(u)〉 ≤ −c
∑
i∈I

1

λβii
+
∑

i∈Ap\I

O(εip) + o

∑
i 6∈I

1

λβii

 .

Observe that for any i ∈ I, we have εip ∼ 1

λ
βi
i

. We therefore have

〈∂J(u), X(u)〉 ≤ −c
∑
i∈I

(
1

λβii
+ εip

)
+
∑

i∈Ap\I

O(εip) + o

∑
i 6∈I

1

λβii

 . (3.18)

We now take care for the indices i ∈ Ap \ I For any i ∈ Ap \ I, we have

2
n−2σ

2 c̃

(K(yi)K(yp))
n−2σ

4

G(yi, yp)

(λiλp)
n−2σ

2

≥ (1 + 2γ0)βici

nK(yi)
1+n−2σ

2

|
∑n

k=1 bk(yi)|
λβii

. (3.19)

We decrease all λi, i ∈ Ap \ I according to the differential equation λ̇i = −λi.
The related pseudo-gradient is

X ′(u) = −
∑

i∈Ap\I

Zi(u).
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Using estimate (3.6), we have

〈∂J(u), X ′(u)〉 = −(n− 2σ)J(u)1−n
2

 ∑
i∈Ap\I

βici

nK(yi)
1+n−2σ

2

∑n
k=1 bk(yi)

λβii

+ 2
n−2σ

2 c̃
∑

i∈Ap\I

∑
j 6=i

G(yi, yj)

(K(yi)K(yj))
n−2σ

4

1

(λiλj)
n−2σ

2


+

p∑
j=1

o

(
1

λβii

)
+ o

 ∑
i∈Ap\I,j 6=i

εij

 .

Since εij = o
(

1

λ
βi
i

)
+ o
(

1

λ
βj
j

)
for all i ∈ Ap \ I, j 6= i and j 6= p, we get

〈∂J(u), X ′(u)〉 = −(n− 2σ)J(u)1−n
2

 ∑
i∈Ap\I

βici

nK(yi)
1+n−2σ

2

∑n
k=1 bk(yi)

λβii

+ 2
n−2σ

2 c̃
∑

i∈Ap\I

G(yi, yp)

(K(yi)K(yp) )
n−2σ

4

1

(λiλp)
n−2σ

2

+

p∑
j=1

o

(
1

λβii

)
.

Using inequality (3.19), we obtain

〈∂J(u), X ′(u)〉 ≤ −c
∑

i∈Ap\I

εip + o

 p∑
j=1

1

λ
βj
j

 .

Again by (3.19), we have

〈∂J(u), X ′(u)〉 ≤ −c
∑

i∈Ap\I

(
εip +

1

λβii

)
+ o

 ∑
i∈Ap\I

1

λ
βj
j

 . (3.20)

Now for m > 0 being small enough, let

Y1(u) = X ′(u) +mX(u).

From (3.18) and (3.20), we get

〈∂J(u), Y1(u)〉 ≤ −c
∑
i∈Ap

(
1

λ
βj
j

+ εip

)
+ o

∑
j 6∈Ap

1

λ
βj
j

 .

The proof of Lemma 3.5 is thereby completed.

In order to complete the construction of the required pseudo-gradient V2 in
this statement 2, we denote the index of Ap such that λi1 = min

i∈Ap
λi by i1. Set

I1 =

{
i | 1 ≤ i ≤ p and λβii ≥

1

2
λ
βi1
i1

}
.
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Since βi = βi1 for all i ∈ Ap, Ap is then included in I1 and thus,

〈∂J(u), Y1(u)〉 ≤ −c

∑
i∈I1

1

λβii
+
∑
i∈Ap

εip

+ o

∑
i 6∈I1

1

λβii

 . (3.21)

We now introduce the following lemma.

Lemma 3.6. There exists a bounded pseudo-gradient Y2(u) satisfying

〈∂J(u), Y2(u)〉 ≤ −c

∑
i∈Ic1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑

i 6=j∈Ic1

εij

+
∑

i∈Ic1 ,j∈I1

O(εij).

Moreover, max1≤i≤p λi(s) remains bounded along the associated flow-line

u(s) =

p∑
i=1

αi(s)δ(ai(s),λi(s)).

Proof. Setting û =
∑

i∈Ic1
αiδ(ai,λi). Consider the following three cases for û.

Case 1: Ic1 = {p}. Let in this case Y2(u) = W2(û) where W2 is the pseudo-
gradient of Proposition 3.4. It satisfies

〈∂J(u), Y2(u)〉 ≤ −c

(
1

λ
βp
p

+
|∇K(ai)|

λi

)
+

p−1∑
i=1

O(εip).

Case 2: p 6∈ Ic1. In this case, let Y2(u) = W1(û) where W1 is the pseudo-
gradient defined in Proposition 3.3. It satisfies

〈∂J(u), Y2(u)〉 ≤ −c

∑
i∈Ic1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑

i 6=j∈Ic1

εij

+
∑

i∈Ic1 ,j∈I1

O(εij).

Case 3: p ∈ Ic1 and ]Ic1 ≥ 2. In this case, û satisfies the condition of statement

1. Namely, for any i ∈ Ic1 and i 6= p, we have βi + βp − 2βiβp
n−2σ > 0. We apply then

Y2(u) = V1(û) where V1 is the pseudo-gradient defined in statement 1. It satisfies

〈∂J(u), Y2(u)〉 ≤ −c

∑
i∈Ic1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑

i 6=j∈Ic1

εij

+
∑

i∈Ic1 ,j∈I1

O(εij).

Observe that in all three cases above, Y2(u) acts on the indices i ∈ Ic. Therefore,
it satisfies the Palais–Smale condition on its flow-lines, since for any i ∈ Ic1, we

have λβii ≤
1
2λ

βi1
i1

and λi1 does not move. This finishes the proof of Lemma 3.6.

From (3.7) it follows that

εij = o

(
1

λβii

)
+ o

(
1

λ
βj
j

)
, i, j = 1, . . . , p− 1, i 6= j, (3.22)
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εip = o

(
1

λβii

)
+ o

(
1

λ
βp
p

)
, i 6∈ Ap. (3.23)

Therefore,

〈∂J(u), Y2(u)〉 ≤ −c

∑
i∈Ic1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑

i 6=j∈Ic1

εij


+
∑
i∈I1

o

(
1

λβii

)
+
∑
i∈Ap

O(εip). (3.24)

Let m > 0 be small enough. From (3.21) and (3.24), we obtain

〈∂J(u), Y1(u) +mY2(u)〉 ≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
i∈Ap

εip

 ,

and from (3.22) and (3.23), we get

〈∂J(u), Y1(u) +mY2(u)〉 ≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
i 6=j

εij

 .

In this statement, we set V2 = Y1 +mY2. No concentration phenomenon happens
along the flow lines of V2.

Statement 3:

u1 =

p−1∑
i=1

αiδ(ai,λi) and u2 = αpδ(ap,λp)

and there exists at least i0 ∈ {1, . . . , p− 1} such that βi0 + βp − 2
βi0βp
n− 2σ

< 0, or

u2 is a sum of at least two bubbles.
It is easy to check that for any yi, yj ∈ K>n−2σ, i 6= j, we have βi + βj −

2βiβj
n−2σ < 0. Therefore, for u = u1 + u2, there exist 1 ≤ j0 6= j0 ≤ p such that

βi0 + βj0 −
2βi0βj0
n− 2σ

< 0. (3.25)

We order all λβii , i = 1, . . . , p. Without loss of generality, we assume that

λ
βi1
i1
≤ λβi2i2 ≤ · · ·λ

βip
ip
.

For M > 0 being a large enough, we define

I =
{
i | 1 ≤ i ≤ p and λβii ≤Mλ

βi1
i1

}
.
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Three cases may occurs.
Case 1: ]I = 1. In this statement, we have

1

λβii
= o

 1

λ
βi1
i1

 if M is large, i 6= i1.

Using expansion (3.2) and the fact that

λi
∂εij
∂λi
≤ −cεij , i 6= j,

we obtain 〈
∂J(u),−

∑
i 6=i1

Zi(u)

〉
≤ −c

∑
i 6=j

εij +
∑
i 6=i1

O

(
1

λβii

)

≤ −c
∑
i 6=j

εij + o

 1

λ
βi1
i1

 . (3.26)

We now move λi1 according to the differential equation

λ̇i1 = (−
n∑
k=1

bk(yi1))λi1 .

The corresponding vector field is

Xi1(u) = (−
n∑
k=1

bk(yi1))Zi1(u),

where Xi1 satisfies the Palais–Smale condition along its flow lines, and by (3.2),
we have

〈∂J(u), Xi1(u)〉 ≤ − c

λ
βi1
i1

+
∑
j 6=i1

O(ε1j). (3.27)

In this case, let

V 1
3 (u) = mXi1(u) +

∑
i 6=i1

Zi(u),

where m > 0 and small. From the inequalities (3.26) and (3.27), we deduce that

〈∂J(u), V 1
3 (u)〉 ≤ −c

 p∑
i=1

1

λβ11

+
∑
i 6=j

ε1j



≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
j 6=i

ε1j

 .

Case 2: ]I ≥ 2 and βi + βj − 2βiβj
n−2σ ≥ 0 for all i 6= j ∈ I. We introduce the

following Lemma.
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Lemma 3.7. There exists a bounded pseudo-gradient Y3(u) satisfying

〈∂J(u), Y3(u)〉 ≤ −c

∑
i∈I

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
j 6=i∈I

εij

+O

 ∑
i∈I,j 6∈I

εij

 .

Moreover, max1≤i≤p λi(s) remains bounded along the associated flow line

u(s) =

p∑
i=1

αi(s)δ(ai(s),λi(s)).

Proof. Let û =
∑

i∈I αiδi. Then, û has to satisfy one of the following situa-
tions.

Situation 1: βi ≤ n− 2σ for all li ∈ I. Let in this case, Y3(u) = W1(û) where
W1 is the pseudo-gradient of Proposition 3.3. It satisfies

〈∂J(u), Y3(u)〉 ≤ −c

∑
i∈I

( 1

λβii
+
|∇K(ai)|

λi

)
+
∑
j 6=i∈I

εij

+O

 ∑
i∈I,j 6∈I

εij

 .

Situation 2: There exists only one index i ∈ I such that βi > n− 2σ. In this
case, û satisfies either the condition of statement 1 or the condition of statement 2.
Let Y3(u) = Vi(û) where Vi is the pseudo-gradient defined in the above statement,
i = 1, 2. Therefore, it satisfies

〈∂J(u), Y3(u)〉 ≤ −c

∑
i∈I

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
j 6=i∈I

εij

+O

 ∑
i∈I,j 6∈I

εij

 .

Observe that in the above two situations Y3(u) satisfies the Palais–Smale condi-
tion on its flow-lines u(s), since it acts only on the indices i ∈ I and by (3.25),
there exists at least an index j0 ∈ {1, . . . , p} such that j0 6∈ I. Notice that

λβii ≤
1

M
λ
βj
j , i ∈ I, j 6∈ I.

This conclude the proof of Lemma 3.7.

We now decrease all λi, i 6∈ I. Using (3.2), we have〈
∂J(u),−

∑
i 6∈I

Zi(u)

〉
≤ −c

∑
i 6∈I,j 6=i

εij +
∑
i 6∈I

O

(
1

λβii

)

≤ −c
∑

i 6∈I,j 6=i
εij + o

 1

λ
βi1
i1

 .

Let in this case
V 2

3 (u) = mY3(u)−
∑
i 6∈I

Zi(u),



28 Azeb Alghanemi, Wael Abdelhedi, and Hichem Chtioui

where m > 0 and small. Using Lemma 3.7 and the above inequality, we have

< 〈∂J(u), V 2
3 (u)〉 ≤ −c

∑
i∈I

1

λβii
+
∑
j 6=i

εij ≤ −c

 p∑
i=1

1

λβii
+
∑
j 6=i

εij


≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
j 6=i

εij

 .

Case 3: ]I ≥ 2 and there exist i0 6= j0 ∈ I such that

βi0 + βj0 −
2βi0βj0
n− 2σ

< 0.

In this case, we claim that

1

λ
βi0
i0

= o(εi0j0) as ε→ 0. (3.28)

Indeed,

1

λ
βi0
i0

ε−1
i0j0
∼ (λi0λj0)

n−2σ
2

λ
βi0
i0

=
λ
n−2σ

2
j0

λ
βi0−

n−2σ
2

i0

.

Since i0, j0 ∈ I, we get 1
M ≤

λ
βj0
j0

λ
βi0
i0

≤M . Therefore,

1

λ
βi0
i0

ε−1
i0j0
≤M

λ

βi0
βj0

n−2σ
2

i0

λ
βi0−

n−2σ
2

i0

≤M 1

λ
−n−2σ

2βj0

(
βi0+βj0−

2βi0
βj0

n−2σ

)
i0

→ 0 as ε→ 0.

Hence claim (3.28) is valid. We now decrease all the λi, i = 1, . . . , p. Let

V 3
3 (u) = −

p∑
i=1

Zi(u).

By (3.2), we have

〈∂J(u), V 3
3 (u)〉 ≤ −c

∑
j 6=i

εij +

p∑
i=1

O

(
1

λβii

)
.

Observe that for M large we have 1

λ
βi
i

= o

(
1

λ
βi1
i1

)
for all i 6∈ I and for ε being

small enough, 1

λ
βi
i

∼ 1

λ
βi0
i0

= o(εi0j0) for all i ∈ I. Therefore,

〈∂J(u), V 3
3 (u)〉 ≤ −c

p∑
i=1

 1

λβii
+
∑
j 6=i

εij


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≤ −c

 p∑
i=1

(
1

λβii
+
|∇K(ai)|

λi

)
+
∑
j 6=i

ε1j

 .

This finishes the construction of the required pseudo-gradient V3 in this state-
ment. It is defined by a convex combination of V 1

3 , V
2

3 , and V 3
3 .

The global vector field W in Vδ(p, ε) will be a convex combination of V1, V2

and V3. It satisfies conditions (i) and (iii) of Theorem 3.1. Concerning (ii) it
follows from (i) and the estimate of ‖v̄‖ given in Proposition 2.2. The proof of
Theorem 3.1 is thereby completed.

Remark 3.8. Let p ≥ 1. On V (p, ε), we define a global pseudogradient W̃ as a
convex combination of W0 and W where W0 and W are the vector fields defined
in Proposition 2.4 and Theorem 3.1 respectively. Of course the flow lines of W̃
do not preserve Σ+ for any time. In order to obtain solutions of (1.2) in Σ+, we
reduce our study to a small neighborhood of Σ+ as is done in [8]. For η0 a fixed
positive constant small enough, we set

Jη0 =
{
u ∈ Σ | J(u)

n
2σ ‖u−‖ < η0

}
,

where u− = max(−u, 0). Let V be the vector field on Vη0(Σ+) defined by

V (u) = W̃ (u) if u ∈ V (p, ε), p ≥ 1,

V (u) = −∂J(u) if u ∈ Vη0(Σ+) \ V
(
p,
ε

2

)
, p ≥ 1.

Observe that for small ε, V (p, ε) ⊂ V η0
2

(Σ+). Therefore, V coincide with −∂J
on Vη0(Σ+) \ V η0

2
(Σ+). Reasoning by analogy with [8, Lemma 4.1], we can see

that any flow line generated by −∂J with initial condition in Vη0(Σ+) remains in
Vη0(Σ+). Thus Vη0(Σ+) in invariant under the flow of V .

4. Proof of Theorem 1.3

Assume that J has no critical point in Vη0(Σ+). Under the assumptions (H1),
(H2), and (f)β, β ∈ (1, n), the critical points at infinity of J are (y1, . . . , yp)∞ =
δ(yi,∞), p ≥ 1, and (y1, . . . , yp) ∈ (K>n−2σ ∩ K+) ∪ C∞≤n−2σ ∪ C∞. To compute
the index of J at (y1, . . . , yp)∞, we proceed as in [8, Lemma 4.2]. For any u =∑p

i=1 αiδ(ai,λi) near (y1, . . . , yp)∞ the following generalized Morse Lemma holds.
We have

J

(
p∑
i=1

αiδ(ai,λi) + v̄

)
= S

(
p∑
i=1

1

K(yi)
n−2σ

2

) 2
n

×

(
1− |H|2 +

p∑
i=1

( n∑
k=1

bk(yi)
)
|(ai − yi)k|βi + c

p∑
i=1

1

λβii

)
,

where H ∈ Rp−1 is the coordinate related to the expansion of J with respect to
the αi’s variables and S and c are two positive constants.
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Using the fact that bk(yi) 6= 0 for all k = 1, . . . , n, the index of J at
(y1, . . . , yp)∞ is then given by

i(y1, . . . , yp)∞ = p− 1 +

p∑
i=1

(n− ĩ(yi)),

where

ĩ(yi) = ]{bk(yi) | 1 ≤ k ≤ n and bk(yi) < 0}.

We apply now the deformation Lemma of [7]. Since J has no critical point in
Vη0(Σ+),

Vη0(Σ+) '
⋃

(y1,...,yp)∈(K>n−2σ∩K+)∪C∞≤n−2σ∪C∞
W∞u (y1, . . . , yp)∞, (4.1)

where W∞u (y1, . . . , yp)∞ denote the unstable manifold of (−∂J) at (y1, . . . , yp)∞
and ' denotes retract by deformation.

By applying the Euler–Poincaré characteristic on the both side of (4.1) af-
ter recalling that Vη0(Σ+) is a contractible space and dimW∞u (y1, . . . , yp)∞ =
i(y1, . . . , yp)∞, we get

1 =
∑

(y1,...,yp)∈(K>n−2σ∩K+)∪C∞≤n−2σ∪C∞
(−1)i(y1,...,yp)∞

This contradicts the assumption of Theorem 1.3. Therefore, J admits a critical
point u0 in Vη0(Σ+). Using the same argument of ( [8], pages 659-660), we obtain
that u0

− = 0 and therefore u0 ∈
∑+. This completes the proof of our result.
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Повне дослiдження вiдсутностi компактностi та
теорем iснування дробового рiвняння Нiренберга за

умови площинностi. Частина II
Azeb Alghanemi, Wael Abdelhedi, and Hichem Chtioui

Ця стаття є продовженням дослiджень статтi [2], де вивчалась за-
дача σ-кривини на стандартнiй сферi за умови, що порядок сплощення
даної функцiї у критичних точках належить (1, n − 2σ]. Наведено пов-
ний опис вiдсутностi компактностi задачi, коли порядок сплощення змi-
нюється в (1, n), i доведено теорему iснування на основi формули типу
Ейлера–Хопфа. Як наслiдок, ми узагальнюємо результати робiт [2,17,18]
та одержуємо новий.

Ключовi слова: конформна геометрiя, часткова кривина, варiацiйне
обчислення, критичнi точки на нескiнченностi
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